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1
INTRODUCTION

1.1
Bottom-Up Modelling

1.1 The Bottom-Up approach is based on network engineering models deploying latest available technologies in an efficient manner.  Because the bottom-up approach uses engineering models, it is not necessarily based on an operator’s existing network topology; indeed almost certainly it will not.  Nor will it necessarily reconcile back to an operator’s set of accounts.  Hence the bottom-up approach may not be cost based at all, at least not based on costs actually incurred by an operator.

1.2 Because the bottom-up approach is based on network engineering model deploying latest available technologies, it calculates charges on a current cost basis.  That is, the prices paid for plant and equipment that go into bottom-up models are costs paid today.

1.3 It should be noted at the outset that the bottom-up approach builds a theoretical and very simplified model of a network.  It cannot hope to capture the complexity of an actual telecommunications network.  Nor is the model subject to actual testing the way a prototype car is.  The only type of testing that can be performed is diagnostic testing.

1.2
Capital Costs

1.4 Because bottom-up models build a brand new network, a traditional accounting approach to calculating capital costs is not applicable.  This is because the Accounting based approach to calculating capital costs requires the calculation of depreciation.  However, there is no depreciation in a bottom-up model since the network in question is brand new.

1.5 The annuities approach calculates both the depreciation charge and the finance charge by setting a charge that, after discounting, recovers the cost of the asset and the financing costs in equal sums.  The total capital charge will be based on the Gross Replacement Cost (GRC) of the particular asset and will be annualised based on the formula:
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where t is the asset life and WACC is the Weighted Average Cost of Capital.

1.6 An annuity profile will therefore be a flat profile consisting primarily of finance charges at the outset, reversing to mainly by depreciation (or principal repayment) charges later on.

1.7 When the price of an asset is expected to change over time, it is better to use a tilted annuities approach.  This approach calculates an annuity charge that changes over time at the same rate at which the price of the asset is expected to change.  This leads to a declining annual capital charge profile if prices are expected to fall over time.
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where p = rate of price change or “tilt”.

1.8 We propose to use a tilted annuity approach to calculating capital costs.
1.3
Services covered
1.9 This section describes the services covered by the model and the engagement. 

1.10 The model will support LRIC and LRIC+ cost calculation for 4 (four) levels of bitstream as defined in ERG’s common position (ERG (03) 33rev2). The levels are depicted and explained below.

Figure-1.1
Different levels of bitstream
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The ERG common position describes the following wholesale bitstream access levels:

1) Level 1: DSLAM
 access – incumbent provides the DSL access link and hands over the bitstream to the new entrant directly after the DSLAM. In this option the new entrant is physically present at the DSLAM and is supplying the backhaul product. This enables him to differentiate himself through the backhaul product but requires large investments since due to presence at each DSLAM.

2) Level 2: aggregation network – the new entrant connects to the incumbent network at an aggregation point behind DSLAM thus reducing the number of points at which the new entrant must be present. In this scenario the new entrant uses a bigger part of incumbent’s network but can still control the quality of service since it  operates its own BRAS server as well as part of the backhaul.

3) Level 3: IP level – in this scenario the demarcation point is at/after the managed IP core network. The traffic goes over managed IP network only and the incumbent controls the BRAS.

4) Level 4: unmanaged IP – in this scenario the new entrant only brands, sells and bills the product. It has no control over technical characteristics and in effect is providing only a resale.

1.11 Before detailed explanation of modelled services, it is necessary to note that cable access network will not be covered by this model. Instead, prices for cable access up to the DSLAM/MSAN access node will be based on prices previously determined by the Agency. 

1.12 Level 1 bitstream will be modelled in the following manner:

· Network access point for alternative operator will be on DSLAM and bitstream service access link will be based on Ethernet technology. 
· Charges for end customer access in the local loop will not be calculated but taken from RUO. 

· Customer premises splitters and NTE for higher bandwidth will be provided by the alternative operator. 
1.13 Level 1 bitstream includes the following network components:
· Bitstream access link from handover ODF to DSLAM 
· DSLAM port card

· Access network in the local loop (charges taken form RUO) without CPE
1.14 Based on experience from other countries, it is our view that level 1 bitstream is not economically interesting to alternative operators if unbundling (ULL and shared access) offer exists nor is it crucial for market development. Considering the potential investment requirements on SMP, in the scope of this process there will be no price determination for bitstream level 1, although the model will support and calculate costs for it.
1.15 Level 2 bitstream will be modelled in the following manner:

· Network access point for alternative operator will be on the aggregation network and bitstream access link will be based on Ethernet technology. 

· Aggregation network will be charged per capacity required to provide access to alternative operator’s end users in the respective aggregation part of the network from network access point. 
· Charges for end customer access in the local loop will not be calculated but taken from RUO. 

· Customer premises splitters and NTE will be provided by the alternative operator. 

· BRAS server (Broadband Remote Access Server) is provided by Alternative Operator.

· Capacity of the bitstream access link will be greater or equal to the capacity reserved in the backhaul. This provides the alternative operator with possibility to optimize cost with respect to planned expansion. No concentration ratio for Bitstream access link will be assumed, so AO is self-responsible for the quality of best effort internet services that are provided to end subscribers. 
1.16 Level 2 bitstream will be modelled both with and without PSTN subscription (“standalone bitstream”).

1.17 Level 2 bitstream includes the following network components

· Bitstream access link from handover ODF to a port on aggregation network node

· Backhaul aggregation network capacity up to the DSLAM

· DSLAM (uplink and port cards)

· Access network in the local loop (charges taken form RUO) without CPE
1.18 Level 3 bitstream will be modelled in the following manner:

· Network access point for alternative operator will be on the core network and bitstream access link will be based on Ethernet technology. 

· Backhaul network capacity network (core and aggregation) will be charged per capacity required to provide the service to alternative operator’s end users from network access. 

· Optionally, BRAS node dedicated for alternative operators – see explanation in the following point.

· Charges for end customer access in the local loop will not be calculated but taken from RUO. 

· Customer premises splitters and NTE will be provided by the alternative operator. 

· Capacity of the bitstream access link will be greater or equal to the capacity reserved in the backhaul. This provides the alternative operator with possibility to optimize cost with respect to planned expansion. No concentration ratio for Bitstream access link will be assumed, so AO is self-responsible for the quality of best effort internet services that are provided to end subscribers. 

1.19 Level 3 will be modelled with two variants: i) with BRAS node provided by the SMP; ii) with BRAS node provided by the alternative operator. This effectively means that level 3 bitstream will be provided as OSI stack Layer 2 service but on a core network level. Availability of this service is subject to technical and security requirements of the SMP operator. 

1.20 Level 3 bitstream will be modelled both with and without PSTN subscription (“standalone bitstream”).

1.21 Level 3 bitstream includes the following network components

· Bitstream access link from handover ODF to a port on core network node

· Core and aggregation backhaul network capacity up to the DSLAM
· BRAS node (optionally – see above)

· DSLAM (uplink and port cards)

· Access network in the local loop (charges taken form RUO) without CPE
1.22 The model will cover three basic classes of services: Internet access, VoIP and IPTV. 
1.23 All of these services will be modelled with the same QoS and overbooking factors used by the SMP to for its own end customers.

1.24 For Internet access, the only required service for each end customer, this means it will be a best effort service. 

1.25 VoIP service will be modelled as an additional channel per user with guaranteed QoS in access, aggregation and core network. VoIP service will be modelled in the following manner:
· Terminal equipment will be provided by alternative operator (e.g. IP telephone, Softphone).

· VoIP channel will have capacity of CBR 1000 cells per second in access part.

· 256kbps/256kbps (downlink/uplink) bandwidth per user in backhaul - aggregation network and, on level 3 bitstream, core network.  
· Bitstream access link for VoIP will be a virtual link provided over the same physical bitstream access link used for best effort Internet service. VoIP bitstream access link will be a symmetrical link with capacity calculated as explained below. This capacity will be an additional capacity to the capacity needed for Internet service. 
· Overbooking factor applied for backhaul bandwidth and VoIP Bitstream access link will be 1:5. Thus, the capacity reserved for VoIP traffic in backhaul and over bitstream access link will be calculated according to the following formula:
BW = n*256kbps/5;
where n stands for the number of subscribers using VoIP services.
1.26 VoIP service will be modelled for 2-nd and 3-rd level of bitstream.

1.27 IPTV multicast services will be modelled as an additional channel per user with guaranteed QoS in access, aggregation and core network. IPTV multicast service will be modelled in the following manner:

· Terminal equipment will be provided by alternative operator (e.g. STB).

· Content will be provided by the alternative operator.

· Total bandwidth reserved in the backhaul network will be calculated depending on the number of SD and HD channel the alternative operator wants to provide.

· Bandwidth reserved per SD and HD channel will be with capacity to allow transfer of the TV channels with same quality as SMP provides to its own subscribers.   
· Bitstream access link for IPTV will be a virtual link provided over the same physical bitstream access link used for best effort Internet service. Link capacity reserved for IPTV will be equal to the capacity reserved in backhaul for IPTV. This capacity is an additional capacity to the capacity needed for Internet service. 
1.28 IPTV multicast services will be modelled for the 2-nd and 3-rd level.

1.29 IPTV multicast SD channels will be priced in increment of 10 and HD channels in increment of 5 channels. 
1.30 VoD service will be modelled as an additional channel per user and per channel with guaranteed QoS in access, aggregation and core network. VoD service will be modelled in the following manner:

· Terminal equipment will be provided by alternative operator (e.g. STB).

· Content will be provided by the alternative operator.

· Total bandwidth reserved in the backhaul network will be calculated depending on the number of users and number of SD and HD channels the alternative operator wants to provide.

· Bandwidth reserved per SD and HD channel will be with capacity to allow transfer of the TV channels with same quality as SMP provides to its own subscribers.   

· Bitstream access link for VoD will be a virtual link provided over the same physical bitstream access link used for best effort Internet service. Link capacity reserved for VoD will be equal to the capacity reserved in backhaul for VoD. This capacity is an additional capacity to the capacity needed for Internet service.

1.31 VoIP, IPTV and VoD services will be modelled as add-on services to best effort Internet service. In this respect, additional channels for VoIP, IPTV and VoD services will not use additional physical network elements but only additional bandwidth with QoS guarantees.
1.32 In accordance with previous points, pricing for level 2 and level 3 bitstream will be structured in the following manner:

· Access per end customer depending on bandwidth profile 

· Optional additional VoIP channel per user 
· Optional additional IPTV channel per user with a fixed number of SD and HD channels

· Optional additional VoD channel per user and per SD and HD channel

· Network access link depending on link bandwidth and distance (explained below)

1.33 It should also be noted from previous points that the same physical bitstream access link will be used for all services (best effort internet services, VoIP, IPTV and VoD). This means that SMP operator will not charge additionally for this VoIP, IPTV and VoD Bitstream access link.
1.34 The model will support customer access speeds ranging from 1Mbps up to 16Mbps in 1Mbps increments in downlink, 256kbps up to 1024kbps in uplink.
1.35 Bitstream access link for alternative operator will be priced according to link speed and link length. 

1.36 Link speeds to be modelled are the following:

· 100Mbps

· 1Gbps

· 10Gbps

1.37 Link distances to be modelled are the following: 

· Up to 60m – in the building link

· From 60m up to 2km 

· From 2km up to 10km in increments of 1km

· From 10km to 60km in increments of 10km

1.38 Level 4 will mimic SMPs retail offering but only high speed internet service will be provided without QoS guaranteed channels for VoIP, IPTV or VoD. 
1.39 Pricing for level 4 will be modelled as a single element per user and access profile. 

1.40 Supported access profiles will be the ones currently in SMPs retail offer. 

1.4 
WACC calculation
1.41 WACC will not be calculated specifically for this project. Instead, WACC equal to 13.4% will be used as this WACC was calculated previously by the agency. 
2
LONG RUN INCREMENTAL COST (LRIC)

2.1
Introduction

2.1 The costs that are recorded in an operator’s accounts differ from the services that subscribers’ purchase.  Costs are first recorded as fixed assets and operating expenditure.  These costs are then allocated to Network Components (NCs).  NCs are the building blocks that retail/wholesale services are made up of.  Costs are allocated to NCs by using Cost-Volume Relationships (CVRs).  The result is a cost per NC.  Finally, the NC cost per unit (ie cost per minute) is calculated using route factors.  In calculating the (Long Run Incremental) Cost of a service (or set of services), it is first necessary to calculate the (Long Run Incremental) Cost of a NC (or set of NCs).

2.2 But what is meant by the Long Run and what is meant by Incremental Cost?  To consider the long run we first have to define the short run.

2.2
The Short Run

2.3 Consider a firm that produces a single service or output from inputs such as labour, materials, plant and machinery.  The short run is defined as a length of time in which at least one input into the production process is fixed in scale.  Typically this fixed input is plant or machinery and is commonly referred to as capacity.  If, for example, the firm negotiates a seven year lease agreement on a building, then the associated square footage is a fixed input and the short run is defined to be one day less than seven years.  Thus another characteristic of the short run is that capacity cannot change.

2.4 Inputs that are not fixed in the short run are referred to as variable.  An example of a variable input is electricity consumption.  Labour, on the other hand, is not always a variable input. Labour is typically measured in man hours, and is variable only to the extent that man hours are variable.  Thus labour that is contracted on an annual basis can only be varied in 2,000 man hour increments
.  It follows that in the short run changes in output can only be accommodated by changes in those inputs that are variable and that the maximum potential volume of output is determined by the capacity of the fixed inputs.

Costs in the Short Run

2.5 Since in the short run some inputs are fixed in scale, the costs associated with fixed inputs are referred to as Fixed Costs (FC).  Fixed costs are incurred regardless of what volume of output is produced; that is, fixed costs do not vary with output.

2.6 On the other hand, the costs associated with variable inputs by definition vary with output. Costs of (short run) variable inputs are called Short Run Variable Costs (SRVC).  Short Run Average Variable Costs (SRAVC) of providing the entire volume of output are given by short run variable costs divided by the entire volume of output.

2.7 Having defined short run fixed and variable costs, Short Run Total Costs (SRTC) are defined as the sum of fixed costs and short run variable costs
.

2.8 We are now in a position to define:

· Short Run Average Incremental Cost (SRAIC);

· Short Run Marginal Cost (SRMC); and

· Short Run Average Cost (SRAC).

2.3
Short Run Average Incremental Cost (SRAIC)

2.9 For the purposes of these Requirements we define the Short Run Average Incremental Cost (SRAIC) of an incremental increase in output to be the increase in SRTC resulting from expanding output by some increment divided by that increment
.  We denote this as SRAIC(Q. We denote SRAIC(Q as SRAICQ when the increment in question is the entire volume of output.  Since by definition fixed costs do not vary with output, SRAIC(Q can be defined equivalently as the increase in SRVC resulting from expanding output by some increment divided by that increment.

2.10 Short Run Marginal Cost (SRMC) is defined to be the increase in SRTC resulting from expanding output by just one unit. It follows from the definition of SRAIC that SRAIC(Q and SRMC are equivalent when output is expanded by one unit so that (Q = 1. That is SRMC = SRAIC1.

2.11 Finally, Short Run Average Cost (SRAC) of producing the entire volume of output is defined as SRTC divided by the volume of output produced
. SRAC differs from SRAICQ because of the presence of fixed costs
.  In fact SRAICQ is equal to SRVC divided by the entire volume of output; that is SRAICQ = SRAVC. Since SRAVC is always less than SRAC, SRAICQ is always less than or equal to SRAC (equal only if there are no fixed costs).

2.4
The Long Run

2.12 The long run is defined as a length of time in which all inputs are variable in scale.  Thus in the long run no inputs are fixed in scale.  In the long run the firm has to make two types of production decisions.  The first is to decide what volume of output to produce. The second is to decide on what capacity to install.

Costs in the Long Run

2.13 Since there are no fixed inputs in the long run, there are no fixed costs: all costs are considered variable. Thus Long Run Total Costs (LRTC) equal Long Run Variable Costs (LRVC). The definitions of incremental, marginal and average costs given above carry over to the long run.  In particular we can consider:

· Long Run Average Incremental Cost (LRAIC);

· Long Run Marginal Cost (LRMC); and

· Long Run Average Cost (LRAC).

2.5
Long Run Average Incremental Cost

2.14 Long Run Average Incremental Cost (LRAIC) is defined in a manner analogous to SRAIC. That is, we define LRAIC to be the increase in LRTC resulting from expanding output by some increment divided by that increment. We denote this as LRAIC(Q. We denote LRAIC(Q as LRAICQ when the increment in question is the entire volume of output.

2.15 Similarly, Long Run Marginal Cost (LRMC) is defined to be the increase in LRTC resulting from expanding output by just one unit. LRAIC(Q and LRMC are equivalent when output is expanded by one unit. That is LRAIC1 = LRMC.

2.16 Finally, Long Run Average Cost (LRAC) of producing the entire volume of output is defined as LRTC divided by the volume of output produced. Unlike the short run, LRAC equals LRAICQ because there are no fixed costs in the long run.

2.17 In the long term there can be fixed costs.  These are incurred at very low levels of output (subscribers or traffic).  For example, for a fixed line operator, a national network of switches and transmission must be provided in order to carry one minute of traffic from any line to any other line.  The cost of this network is incurred regardless of subscriber numbers or traffic volumes and hence represents a (long run) fixed cost.

2.6
Common vs. Joint Costs

2.18 Economists distinguish between common costs and joint costs.  Common costs are associated with services that may be variably proportioned in respect to each other, with the result that in principle it is possible to allocate such common costs to individual services.  In contrast, joint costs are costs associated with services that can only produced in fixed proportions to each other. An example of a joint cost is a local switch of given Busy hour traffic capacity which produces “day-time” calls and “night-time” calls.  Whatever capacity is available during the day is automatically available during the night and day-time calls cannot displace night-time calls.  A local switch, on the other hand, is also an example of a common cost.  Up to available switching capacity, local, national and international calls can be produced in variable proportions to each other, and thus the common cost can be allocated on the basis of usage.  The distinction between common and joint is thus a function of the definition of services provided.

2.19 It is unrealistic to suppose that a firm will produce only one service and this is certainly true of telecommunications operators.  If an operator produces two or more services, then costs may be common to several services.  The definition of short run and long run incremental costs carry over to the case of a firm that produces many services.

2.20 If we define LRIC from a retail/wholesale service perspective, then it is clear that many costs will be common or joint.  However, if we define LRIC from a NC perspective, then the amount of costs that are common or joint will be greatly reduced.  In this case costs will be common or joint only if they span two or more NCs.  For support plant such as exchange buildings and power and ventilation equipment this is likely to be the case.  But for primary plant such a Network Termination Point (NTP) or cables it is less likely.

3
LRIC MODELING METHODOLOGY

3.1 A generally accepted network cost allocation methodology recognised by the European Commission and National Regulatory Authorities (NRAs) is (i) to group costs into granular Homogeneous Costs Categories (HCCs), (ii) allocate these costs to building block Network Components (NCs) and (iii) build up the cost of individual services from underlying Network Components. Under Fully Allocated Costing, the allocations (or attributions) are achieved using Activity Based Costing (ABC) techniques.

3.2 The same overall approach applies to LRIC.  That is, (i) costs are grouped into granular HCCs, (ii) these costs are then allocated to NCs and (iii) the cost of individual services is built up from underlying Network Components.  The main difference is that costs are allocated to Network Components using Cost Volume Relationships (CVRs). This is illustrated in Figure-3.1 below.

3.3 Before cost allocation Bottom-Up LRIC implied, as first step, building cost efficient operator network. Approach is based on network engineering models deploying latest available technologies in an efficient manner.

3.4 It should be noted at the outset that the bottom-up approach builds a theoretical and very simplified model of a network.

Figure-3.1
Cost Allocation Methodology
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3.1
Full versus Network for Coverage

3.5 Deloitte’s Network engineering model will calculate two networks: a full network and a network for coverage. 

3.6 A full network is a network that can provide an operator’s existing subscribers with access to the network whilst meeting all engineering parameter inputs (such as Grade of Service, signalling TSs, etc).

3.7 An Network for coverage, on the other hand, is a network designed to provide coverage a single subscriber line in each Main Distribution Frame Area.

3.2
Greenfield vs. Scorched Node Methodology

3.8 In order to calculate LRIC it is first necessary to design the underlying network, specifically the topology of the network.  Broadly speaking, there are two network topology options:

· Greenfield Network Topology; or

· Scorched Node Network Topology.

Greenfield Network Topology

3.9 Under this option the topology of the network can be whatever is required to provide subscriber access at least cost.  A Greenfield network topology corresponds to an efficient network.  It follows that under a greenfield option, network topology may differ from an operator’s actual network.

3.10 It follows very simply that, all else being equal, the cost of a network under a Greenfield network topology can never be greater than one under which the nodes of the network are not allowed to change.  Thus a Greenfield approach to determining network topology means that it will almost always produce lower cost estimates than any other network topology.

Scorched Node Network Topology

3.11 Under this option, the location of existing network nodes is not allowed to change.

3.12 Under a geographic scorched node network the geographic location of the nodes of an operator’s existing network are not allowed to change.  The geographic topology of the network is not allowed to change.  However, existing equipment can be replaced with equipment of smaller capacities.

3.13 Under a logical scorched node network the logical location of equipment of existing network are not allowed to change. Each piece of equipment in network will have a unique (logical) identification. The logical topology of the network is not allowed to change.  This means that each piece of existing equipment must remain in its present location.  However, existing equipment can be replaced with equipment of smaller capacities.

3.3
Homogeneous Cost Categories

3.14 In order to calculate the cost of individual wholesale services it is necessary to group costs into a set of Homogeneous Cost Categories (HCCs).  Telecommunications networks are characterised by hundreds (if not thousands) of categories of distinct plant and equipment.  It is therefore desirable to group similar network plant costs into a more manageable number of HCCs.  What determines the level of homogeneity (or granularity) is the need to identify:

(1) individual cost drivers;

(2) individual price trends; and

(3) individual Cost-Volume Relationships (CVRs).

3.15 For example, the cost driver for Main Distribution Frames (MDF) is the number of cable connections, which in turn is driven by the number of lines.  On the other hand, the driver for power equipment housed in exchange buildings is the amount of power in watts required by equipment housed in the exchange.

3.16 Lumping main distribution frames and power equipment into one cost category called “secondary plant” would not allow an individual cost driver to be identified.  Thus, to find out how “secondary plant” costs would vary as the number of lines and traffic volumes varied would be very difficult.  Moreover, while main distribution frames is a cost item driven by the number of lines, power equipment is a common cost driven by not only the number of lines, but also by traffic.  This is because power equipment housed in exchange buildings provides AC and DC current to power individual telephone lines (to provide dial tone and make the telephone handset ring) as well as providing power to switching equipment and line system equipment housed in the exchange.

3.17 If a cost category has more than one cost driver, then the cost is disaggregated into sub-cost categories such that each sub-cost category is itself an HCC with one and only one cost driver.

Figure-3.2
Homogeneous Cost Categories (HCCs)
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3.4
Network Components

3.18 Wholesale services are built up from Network Components (NCs).  These Network components then form the “building blocks” on which wholesale services are based.  It is important to determine at, an operational level, Network Component to wholesale service mappings.  As explained below, wholesale/retail services are bundles (or groups) of Network Components.  Therefore, services need to be defined in terms of underlying Network Components.  For example, the wholesale service Call Origination is made up from various Network Components including a Concentrator Unit.  All non-VoIP calls that originate on an network supplied exchange line originate on a Concentrator Unit.  Therefore, a Concentrator Unit is a Network Component of Call Origination services.

3.19 Examples of Network Components include ISDN Line, ISDN BRA Line, Local Exchange – Traffic (LX-T), Local Exchange – Call Set-Up (LX-CSU), etc.  Note that an HCC can also be a Network Component.  That is, there can be a one-to-one mapping from HCCs to Network Components.  As can be seen, there can be many Network Components.  NCs are illustrated in Figure-3.3.  WSC stands for Wholesale Service Costs.

Figure-3.3
Network Components (NCs)
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3.20 Under LRIC, HCCs are allocated to NCs using CVRs.  CVRs are discussed below.  As a result, costs are allocated to NCs.  This is illustrated in Figure-3.4.  In Figure-3.4, Primary cables are allocated to ISDN Lines, ISDN BRA Lines and ISDN PRA Lines.

Figure-3.4
HCC-NC Allocation
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3.21 Having calculated the annual cost of each network component, the next step is to convert the cost into a per minute charge (or cost per unit charge).  In reality, no service or business unit (wholesale or retail) uses a whole network component in its entirety.  Hence the cost of each element has to be divided by the volume of traffic using it to arrive at the cost on a per minute basis.  Thus the building block elements are:

· Switch Switched Minute ( = Cost of Switches/Minutes of Traffic);

· XDSL Line ( = Cost of XDSL equipment/XDSL Lines); and

· Transmission Kilometre Minute ( = Cost of Transmission Circuit Route Kilometre Minutes of Traffic).

3.22 This is achieved using route factor matrices. To make the discussion concrete, we focus attention on National Call Termination.  Table 3.1 presents four (4) possible routes a National Call that originates off-net may take in terminating on the Company’s network.  Table-3.1 is purely illustrative and does not represent actual routings.  Each route uses a different combination of network components in order to terminate a call.  Thus for example, Route 3 uses no Concentrator Units (CUs), one Local Exchange (LX), two Tandem Exchanges (TX) and 100km of transmission links between local and tandem exchanges. 

Table-3.1
Route Factors

	National Call
	Tandem Exchange (TX)
	Local Exchange (LX)
	Concentrator Unit (CU)

	3.23 
	3.24 
	3.25 
	3.26 

	Route 1
	1
	1
	0

	Route 2
	1
	1
	1

	Route 3
	2
	1
	0

	Route 4
	2
	1
	1


3.23 Next we need to determine the probability of using each route type.  This information can be compiled using routing rules or by sampling calls as they are routed through the network.  This is illustrated in Table 3.2.

Table-3.2
National Call Route Frequencies

	National Call
	Routing
	Frequency

	3.24 
	3.25 
	3.26 

	Route 1
	TX – LX
	20%

	Route 2
	TX – LX – CU
	30%

	Route 3
	TX – TX – LX
	15%

	Route 4
	TX – TX – LX – CU
	35%


3.24 Multiplying the route factor by the routes probability allows us to calculate the average routing for national call terminations.  Hence, on average, a terminating national call passes through 1.50 tandem exchanges, 107km of TX - LX transmission links, 1.00 local exchanges, 4.30km of LX - CU transmission links and 0.65 CUs.  This is illustrated in Table 3.3.

Table-3.3
Route Factors

	National Call
	Tandem Exchange (TX)
	Local Exchange (LX)
	Concentrator Unit (CU)

	3.25 
	3.26 
	3.27 
	3.28 

	Route 1
	0.20 (= 1 x 0.20)
	0.20
	0.00

	Route 2
	0.30 (= 1 x 0.30)
	0.30
	0.30

	Route 3
	0.30 (= 2 x 0.15)
	0.15
	0.00

	Route 4
	0.70 (=2 x 0.35)
	0.35
	0.35

	Average
	1.50
	1.00
	0.65


3.25 The final step is to take the average route factors together with total minutes of traffic to convert annual network component cost into per minute charges.  It does this by first calculating the total component demand for each network component.  This is simply the product of each type of call times its average route factor.  This figure is then divided into the total cost allocated to that Network Component to arrive at a cost per minute.  Note that exchange costs are measured in switched minutes while transmission costs are measured in kilometre minutes.

Table-3.4
Unit Cost of Network Components

	Step
	
	Traffic (m min)
	LX
	CU

	3.26 
	3.27 
	3.28 
	3.29 
	3.30 

	1
	Call Termination
	50,000 
	1.00
	0.65

	2
	Call Origination
	10,000 
	1.50
	1.00

	
	Total
	60,000 
	NA
	NA

	3
	Component Demand
	
	65,000 
	42,500 

	4
	Component Cost
	
	5,500m
	2,500m

	5
	Unit Cost
	
	8.46/min
	5.88/min


3.26 These steps are then repeated for each type of call.

3.5
Cost Volume Relationships

3.27 Cost Volume Relationships (CVRs) are simply applied representations of the LRTC function discussed above.  The main difference is that CVRs are calculated for each HCC instead of in aggregate (as would be the case for a Total Cost function).

3.28 CVRs are at the core of developing a LRIC capability.  That is, LRIC depends fundamentally on CVRs because CVRs:

· identify all variable costs;

· identify all fixed costs;

· identify all common and joint costs; and

· trace how individual costs vary with underlying cost drivers.

3.29 In particular, CVRs trace how costs vary with underlying cost driver volumes.  In turn, the underlying cost driver volume is driven either by the demand for lines or the demand for calls.  For example, the driver for the cost item Fibre Optic Cables is fibre pair kilometers.  The more fibre optic cables required between transmission nodes the greater is the associated cost.  What drives the number of pairs of fibre optic cable between nodes is the number of circuits which, in turn, is a function of the amount of traffic.  By varying the amount of traffic, and hence the number of circuits carried over the network it is possible to trace the impact on fibre pair kilometers and thus the cost of fibre optic cables.

3.30 By Variable Cost (VC) is meant a cost that varies with the cost driver.  For each HCC, variable costs are allocated to a component based on the volume of that cost driver allocated to that particular component.

3.31 By fixed cost is meant a Component Specific Fixed Cost (CSFC) that is directly attributable to a particular Network Component. On the other hand, a Common and Joint Cost (CJC) is also a fixed cost, but it is common or spans two or more components.  Exchange buildings have CJCs in the form of parking lots, corridors, etc.  These floorspaces cannot be allocated to components in a meaningfully causative way.  Exchange buildings that have co-located equipment are another example of CJCs.  

3.32 Each HCC requires a CVR.  However, there is not necessarily a one-to-one mapping from CVRs to HCCs.  That is, some CVRs may be common to more than one HCC.

3.6
Dependant/Independent HCCs

3.33 Cost categories can be classified into two types:

· Independent; and

· Dependent.

3.34 Independent Cost Categories - the cost drivers of independent cost categories are directly linked to the demand for lines or the demand for calls. An example is the T-S-T switch blocks of local switches or transmission cable.

3.35 For independent cost categories, underlying Network Component cost driver volumes can be calculated directly.  For example for Access Network – Copper Cables, the volume of cable pairs associated with ISDN lines is given by the number of ISDN lines weighted by the number of copper cable pairs used to provide a ISDN line (say two).

3.36 Another example of an independent HCC is Exchange Building costs.  From above, the direct cost driver for Exchange Building costs is square metres (m2).  Typically, a Local Exchange building will contain a mix of Access Network (cables/MDF), Switching Network (processor/switching matrices) and Transmission Network (line system) equipment.  These equipments will occupy a certain footprint and as a result it is possible by conducting an occupancy survey to measure the volume of floor space allocated to Access Network components, Switching Network components and Transmission Network components.

3.37 Dependent Cost Categories - the cost drivers of dependent cost categories, on the other hand, are linked indirectly to the demand for lines or calls.  The cost drivers of dependent cost categories cannot be calculated to NCs in any practically meaningful way.  An example of a dependent HCC is Network IT Hardware costs.  If Network Hardware costs were classified as an independent HCC, then operator would have to undertake a (time and motion) exercise calculating how many network computers are used to support local exchanges versus how many are used to support transmission.  Clearly such an exercise is possible in principle, but not in practice.

3.38 Instead, for dependent cost categories, volumes are imputed by first calculating the LRIC of the cost category (or cost categories) they depend on.  Consider, as above, network IT Hardware costs.  Network IT Hardware costs depend on the number of PCs, which, in turn, depend on personnel numbers.  Personnel numbers are related to pay costs (or rather, pay costs are related to personnel numbers).  Hence it is possible to construct a cost-volume relationship in which pay is the cost (indirect) driver for network IT Hardware costs.

3.39 There is thus a natural sequencing order in calculating LRIC. First, the LRICs of all independent cost categories have to be calculated.   These independent LRICs can then be used to calculate volumes and LRICs of dependent cost categories.
3.7
Equipment prices

3.40 A key driver of costs is the price of equipment.  Strictly speaking, LRIC requires the lowest possible equipment prices be used.  This is because a profit maximising operator is also a cost minimising one.  For “commodity” inputs such as cables, masts/towers, motor vehicles, etc this makes sense.  A commodity, by definition, is standardised and interchangeable.

3.41 However, this is not necessarily the case for electronic equipment.  Operators often form strategic partnerships with particular manufactures such as Cisco, Juniper Networks, Huawei, etc.  In addition, it is often difficult to calculate equipment prices from different vendors that are directly comparable.  All manufactures use different (and complex) pricing mechanisms which makes direct comparisons difficult.

3.42 When network plant & equipment (fixed assets) is capitalised on an operator’s Fixed Asset Register (FAR), some or all of the following associated costs also typically capitalised
.

Capitalised Plant & Equipment Costs

	Ref
	Cost Item

	
	

	(i)
	(Network) Planning (staff and overheads)

	(ii)
	Procurement Department

	(ii)
	Import Duties

	(iv)
	Storage

	(v)
	Transportation & Delivery

	(vi)
	Installation/Construction

	(vii)
	Testing

	(viii)
	Handover


3.43 For each Asset Class modelled we separately identify planning, tax, transportation costs etc to calculate a fully loaded equipment price.  

3.8
Spare capacity and network provisioning rules

3.44 The Bottom-Up approach is based, in part, on network engineering models deploying latest available technologies in an efficient manner.  This is achieved in practice by modelling equipment optimisation.  Equipment optimisation and cost minimisation are different sides of the same coin.  Within this context it is important to differentiate spare capacity from excess capacity.  An efficient network will contain spare capacity but no excess capacity.  

3.45 By spare capacity we mean extra capacity installed today to meet demand tomorrow
.  Excess capacity is then defined as actual capacity less efficient capacity to meet demand today less spare capacity to meet demand tomorrow.

3.46 In order to undertake equipment optimisation, it is first necessary to define the following optimisation framework:

(a) design period;

(b) business growth and operational capacity;

(c) lifetime contribution; 

(d) bundling;

(e) vendor financing; and

(f) Grade of Service/Quality of Service.

3.47 The above factors imply that cost minimisation is not simply the application of the Calculus to simplistic mathematical optimisation programmes.  A number of complex factors need to be taken into account.  It is essential that all of these factors are explored when undertaking cost minimisation.

Design Period

3.48 In order to meet growth in subscribers and traffic it is usual to provide network plant in modular units in order to meet demand.  The period of time that a plant increment is planned, ordered and installed is known as the design period.  Factors that influence this period are:

· Fixed Costs such as exchange buildings and duct networks; and

· Variable Costs such as cables and IP routers.

3.49 The provisioning of plant and equipment in large capacities usually results in low unit costs, infrequent interruption to service as well as providing a buffer against higher than forecast growth.  However, high initial capital outlays are incurred and this leads to a burden of spare/excess plant and equipment not generating any revenue.  On the other hand, short design periods give rise to smaller capacities resulting in higher unit costs, frequent interruption to service and the increased probability that Grade of Service targets will not be met.  However, there is a lower burden of spare/excess plant and equipment.

3.50 An integral part of the design period is planning lead times.  These are those required for planning, procurement and installation in order to allow the timely dovetailing of major projects in the planning cycle to meet required “brought-into-service” dates.  

Business Growth and Operational Capacity

3.51 Related to the design period is business growth and operational capacity.  This is defined as the number of subscribers (or volume of traffic) forecast over the next three (3) to five (5) years together with the associated operational capacity for network build-out.  This is illustrated in the following figure. Figure below takes DSLAMs as an example and is for illustration purposes only.  It does not purport to represent (a) forecast broadband demand and broadband build-out.

Business Growth vs Operational Capacity
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3.52 In the Figure, the solid line represents the forecast number of broadband subscribers over a five (5) year period.  As can be seen, broadband subscriber growth is projected to be exponential over the forecast period: growth starts out slow, but increases at an increasing pace each year.
3.53 In Year 2 growth is expected to be DSLAMP,2 – DSLAMI,1, where DSLAMi,j = either Installed (I) or Projected (P) and j = Year (1,2,…,5).  However, in year 5, growth is expected to be DSLAMP,5 – DSLAMP,4.  Unfortunately, this expected growth exceeds the operator’s operational capability to install DSLAMP,5 – DSLAMP,4 (=DSLAMI,4) DSLAMs in Year 5
.  In figure above, the dashed straight line represents the maximum operational capacity of the operator to install DSLAMs.  For simplicity this is assumed to be the same each year.  As can be seen, whilst DSLAMI,2 – DSLAMI,1 > DSLAMP,2 – DSLAMP,1, DSLAMI,5 – DSLAMI,4 < DSLAMP,5 – DSLAMP,4. 
3.54 In order to avoid this situation, operators may choose to build-out a constant number of DSLAMs each year (given by DSLAMI,2, DSLAMI,1).  However, this results in spare capacity in earlier years.  Whilst capacity in early years may be excess to demand in that year, it is not excess to demand over the five (5) year planning horizon.  The concept of spare and excess capacity is illustrated in figure below.

Spare vs Excess Capacity
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3.55 We propose to include supply-side build out constraints when modelling spare capacity.  This will take the form of user defined inputs representing maximum annual build-out capacity for all main Asset Classes (such as DSLAM chasses, line cards, etc).

Lifetime Contribution

3.56 This driver of equipment optimisation looks at optimisation over the entire expected life of an asset (dynamic optimisation) and not just optimisation with reference to a point-in-time (static optimisation).  Such optimisation may involve the use of Discounted Cash Flow (DCF) within a dynamic, stochastic optimisation programme.  Such a programme my give rise to time inconsistency.

3.57 We will not model lifetime contribution because it is not susceptible to static algorithmic/optimisation/analytic modelling. 

Bundling

3.58 Refers to the common practice of bundling equipment and services with different cost dynamics.  For example, most electronic/electrical telecommunications equipment requires software as well as hardware.  Whilst hardware costs are typically paid up front, software is usually licensed with an annual licence fee.

3.59 As another example, vendors may bundle equipment capital costs with operating costs such as support or maintenance & repair. Again, this transforms a simple static optimisation programme into a dynamic optimisation one.

3.60 Again, we will not model bundling because it is not susceptible to static algorithmic/optimisation/analytic modelling. 

Vendor Financing

3.61 Vendor financing may sometimes lead to what appears to be Excess Capacity.  For example, suppose a switch has an installed capacity of 1,024 E1 ports.  It may be that vendor financing leads an operator only paying for active or utilised E1s.  This is illustrated in table below.

Vendor Financing

	Active E1 Ports
	Payment

	
	

	1 E1 – 511 E1s
	25% (Δ = 25%)

	512 E1s – 717 E1s
	50% (Δ = 25%)

	718 E1s– 1,024 E1s
	100% (Δ = 50%)


3.62 As can be seen, the operator pays only 25% of the switch’s cost up to 511 E1s, even though 1,024 E1s have actually been installed
.

3.63 We propose not to model the impact of (possible) vendor financing on wholesale Bitstream costs.  This is because it can give rise to complex interactions with key drivers, such as supply-side build-out constraints, that may give rise to spurious results.

Utilisation Parameters

3.64 A common methodology used in Bottom-Up models to model spare capacity is to use what are referred to as utilisation rates.  Take DSLAMs as an example.  Suppose the maximum capacity of a DSLAM is 24 (ADSL2+) line cards and each line card has a maximum of 48 ports
.  Maximum capacity of a single DSLAM is therefore 1,152 ADSL connections.  Suppose further that there are currently 65,000 Broadband subscribers and equipment utilisation is set at 75%.
3.65 Table below presents the efficient number of DSLAMs, line cards and ports which utilises 75% of capacity and which the number of utilised ports is 65,000.

Installed/Used/Spare Capacity

	DSLAM Component
	Installed Capacity 
	Used Capacity 
	Spare Capacity

	
	
	
	

	Chasses
	76
	57
	19

	Line Cards
	1,807
	1,355
	452

	Ports
	86,736
	65,000
	21,696


3.66 In this example, Used Capacity is capacity required to provide 65,000 ADSL connections (ports) assuming 100% equipment utilisation.

3.67 Whilst this is straightforward from a modelling perspective, the difficult question is “what is the definition of utilisation and how is it measured in reality?”

3.68 Table below presents calculated utilisation rates as well as line card/port utilisation based on a network of 120 DSLAMs.  The 120 DSLAMs are located in 20 exchanges.  However, only 100 DSLAMs are actually used (that is, have active connections).  Moreover, 2,100 line cards are installed. Table presents actual installed/maximum network capacity.

DSLAM Utilisation Rates

	DSLAM Component
	Installed Capacity 
	Maximum Capacity 
	Utilisation

	
	
	
	

	Chasses
	80
	120
	67%

	Line Cards
	2,100
	2,400
	73%

	Ports
	100,800
	138,240
	73%


3.69 As can be seen, chassis utilisation is calculated to be 67%.  Port/card utilisation is 73%.  These utilisation rates could be used to calculate chassis and port/card capacity similar to above This is illustrated in the following table.

Installed/Used/Spare Capacity

	DSLAM Component
	Installed Capacity 
	Used Capacity 
	Spare Capacity

	
	
	
	

	Chasses
	86
	57
	29

	Line Cards
	1,859
	1,355
	504

	Ports
	89,232
	65,000
	24,192


3.70 The utilisation rates calculated in Table-X.7 are not the only values possible.  Take port utilisation for example.  The utilisation rate of 73% is given by installed ports/maximum ports (= 100,800/138,240).  However, actual port utilisation can be calculated as active ports/installed ports (= 65,000/100,800 = 64%).

3.71 On the surface it would appear that the difference between Installed Capacity and actual capacity could be interpreted as Excess Capacity.
Installed/Used/Spare Capacity

	DSLAM Component
	Actual Capacity 
	Modelled Capacity 
	Excess Capacity

	
	
	
	

	Chasses
	120
	86
	34

	Line Cards
	2,100
	1,859
	241

	Ports
	100,800
	89,232
	11,568


3.72 Whilst Excess Capacity is one interpretation, it is not the only one possible.  Why would an operator install 120 DSLAM chasses but only use 80?  Why install 100,800 ports but only use 65,000?  From the discussion above (i) business growth and operational capacity and (ii) vendor financing are possible reasons for Spare Capacity.  Excess Capacity and Spare Capacity should not be confused.

3.73 We propose to model Spare Capacity by using (a) network dimensioning rules or network provisioning rules instead of utilisation rates together with (b) supply-side build-out constraints.  For example, suppose an operator’s current network dimensioning/provisioning rules are two (2) years for chasses and one (1) year for line cards.  This means that installed chassis capacity today is there to meet Broadband demand two years from now and installed port capacity today is there to meet Broadband demand one year from now.  However, this assumes that any build-out constraint is non-binding.

3.74 To see how build-out constraints interact with demand and network dimensioning/provisioning rules, consider table below.  In the Table, the build-out constraint is 15,000 ports a year.  

Build-Out Constraints

	Approach
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5
	Total

	
	
	
	
	
	
	

	BOC
	15,000
	15,000
	15,000
	15,000
	15,000
	75,000

	NDR
	3,000
	6,000
	12,000
	20,000
	25,000
	66,000

	Difference
	12,000
	9,000
	3,000
	(5,000)
	(10,000)
	9,000

	Actual Build
	6,000
	15,000
	15,000
	15,000
	15,000
	66,000


BOC = build-out constraint

NDR = network dimensioning rule

3.75 Hence the maximum number of ports that can be installed over a five (5) year period is 75,000.  The particular network dimension rule used, on the other hand, requires 66,000 ports be installed over the same period.
3.76 However, in Year 4 and Year 5, the number of ports to be installed exceeds the build-out constraint of 15,000 (NDRt > BUCt).  This means that additional orts need to be installed in Years 1 – 3.  This is given in the Table by the Actual Build row.  Note that in Year 1, port utilisation is 50%: 6,000 ports were installed, but only 3,000 are used
. 

3.77 In Table-X.10, BOC is non-binding.  That is, the build-out capacity of 75,000 exceeds the network dimensioning rule of 66,000.  However, it is entirely possible that BOC is binding (that is ΣBOCt > ΣNDRt).  This is possible if Broadband demand follows a Gompertz (diffusion) curve over time.
3.78 In this case, demand exceeds supply and the market is in disequilibrium.

3.9
Demand projections

Economies of Scale

3.79 In calculating the monthly rental cost of, say, a 2048kbit/s asymmetric Broadband connection, the cost in question is the cost per connection.  It should be clear that Total Cost (TC = TC(L), where L = number of 2048kbit/s connections (lines)) increases as the number of connections L increases.

3.80 What is less clear, however, is whether Average Cost (AC = AC(L) = TC(L)/L increases, decreases or remains constant as the number of connections L increases.

3.81 If AC(L) is a constant regardless of number of Broadband connections, then there is no need to undertake detailed Broadband demand projections.  Cost modelling by itself is sufficient.  If, on the other hand, AC(L) varies with the number of Broadband connections L, then there is a need to undertake Broadband demand connections, since unit cost AC(L) depends on the number of connections.

3.82 This is illustrated in the following figure.

Economies of Scale

[image: image35.emf]
3.83 Figure exhibits what is referred to as Economies of Scale (EoS)
.  EoS are said to exist if unit costs decline with the volume of output of a service.  For a firm that produces more than one service unit costs are not so clearly defined. In this case, economies of scale are said to exist if the firm can expand production of all services in equal proportion with a less than equal proportional increase in cost.

3.84 There are several sources of EoS including:

(1) fixed costs;
(2) fixed component capacities;
(3) different technology mixes at different scales of production; and
(4) economies of purchasing power.
3.85 Each of these sources of economies of scale applies to telecommunications.  We now turn to a brief discussion of each source.

Fixed Costs

3.86 Fixed costs are an obvious source of economies of scale.  As volumes increase, the average fixed cost per unit of output declines.  If variable costs per unit are constant, then overall average unit costs decline.  The extent of EoS generated by fixed costs depends on the size of fixed costs relative to variable costs.  This is illustrated in the following figure.

Fixed versus Variable Costs
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3.87 In figure above, higher Fixed Costs give rise to higher Average Costs/Unit Costs for low Broadband connections.  However, for high Broadband connections, Average Fixed Costs (AFC(L) = FC/L) tend to zero and Average Costs converges to Average Variable Costs (AVC(L) = VC(L)/L).

3.88 The Minimum Efficient Scale (MES) is defined as the level of output (measured by subscribers) at which EoS are exhausted.  

3.89 Telecommunications networks are characterised by large fixed investments and shared plant which spans two or more services.  Many costs are fixed in nature.  For example, one of the main cost components in building a duct network in order to carry underground cables is the capitalised civil engineering cost of labour required to dig and fill underground trenches.  This cost has to be incurred whether one pair cable or multi-pair cable is laid.  Thus, most of the costs associated with duct networks are fixed in nature.

3.90 Similarly, a local exchange provides connections to the PSTN, as well as switching local, national and international long distance calls. Thus the planning, installation and accommodation (property and building) costs of a local exchange are fixed and span (i.e. are common to providing) four categories of services.

Fixed Component Capacities

3.91 Telecommunications assets often have extremely long lives. Because of the high cost of telecommunications plant, equipment is often designed in modular units with fixed capacities so that capacity can be increased to meet demand rather than having to install all capacity up front to meet eventual demand.  Any equipment with a fixed capacity is a source of EoS because the fixed capacity gives rise to a fixed cost.

3.92 Many components inside an exchange building have fixed capacities and are therefore an additional source of economies of scale.  For example, Iskratel’s SI3000 MSAN
 chassis has a maximum capacity of 18 line cards.  In turn, a ADSL2+ card has 48 ports.  Hence, each chassis has a maximum capacity of 864 (= 18x48) ADSL2+ Broadband connections.  In fact nearly all modern switch architectures make use of modular components with fixed capacities.  When the number of lines or volume of traffic exceeds the capacity of a component, another component is added.

Different Technology Mixes at Different Scales of Production

3.93 Another source of economies of scale is the use of different technologies at different volumes of output.  This particularly applies to transmission equipment.  Table below presents the capacity in terms of 64 Kbit/s channels for SDH transmission equipment.

SDH Line Capacity

	Capacity
	STM - 1
	STM - 4
	STM - 16
	STM - 64

	
	
	
	
	

	64 Kbit/s Channels
	2,422
	9,688
	38,752
	155,008


3.94 Even though the number of channels increases by a factor of four from one level to the next, underlying equipment prices from the manufacturer do not.  Hence the cost of a 620 Mbit/s (STM – 4) system is less than the cost of four 155 Mbit/s (STM – 1) systems.  Hence the more channels required, the cheaper it is per channel.  More traffic requires more channels implying that the cost per minute of traffic declines with traffic volumes.
3.95 Similarly, cables come in various sizes.  For example, fibre optic cable comes in 8 pair, 16 pair, 24 pair, 48 pair and 96 pair sizes
.  Again it is the case that 96 pair cables cost less than the cost of two 48 pair cables per metre.

Purchasing Economies

3.96 A further source of economies of scale is purchasing power.  Larger operators can often negotiate larger volume discounts with plant and equipment suppliers.  For example, BT can negotiate substantial reductions in the cost per car in its motor vehicle fleet because of the volume of vehicles it purchases.

Demand Projections

3.97 Ultimately, the issue of whether Broadband services are subject to EoS or DoS is a question that will be answered by the Model.  However, there are ex ante reasons to believe that the provision of Broadband services in the Republic is subject to EoS.  These include, inter alia, (a) the presence of fixed costs due to the need to provide services nationally regardless of demand and (b) the presence of fixed component capacities.

3.98 Therefore, a necessary input to the Model will be detailed 5 - 10 year demand projections.  As discussed elsewhere in this MRP, we propose to model a geographic scorched node network topology.  This means that DSLAMS will be located at existing Local Exchange (LX) locations (see Figure below).

MakTel LE Locations
[image: image37.emf]FC

L

L

1

L

2

VC

L

L

1

L

2

AC

L

AC

1

AC

2

(a) (b) (c)

L

1

L

2

FC

L

L

1

L

2

VC

L

L

1

L

2

AC

L

AC

1

AC

2

(d) (e) (f)

L

1

L

2

FC

1

FC

2

AC(FC

2

)

AC(FC

1

)

FC

L

L

1

L

2

VC

L

L

1

L

2

AC

L

AC

1

AC

2

(a) (b) (c)

L

1

L

2

FC

L

L

1

L

2

VC

L

L

1

L

2

AC

L

AC

1

AC

2

(d) (e) (f)

L

1

L

2

FC

1

FC

2

AC(FC

2

)

AC(FC

1

)


3.99 As a result, demand projections will have to be prepared on a regional or Local Exchange Area (LEA) basis.

3.100 Table below presents an example of five (5) year demand projections.  It is important to realise that it is for illustration purposes only.  Obviously, this table is repeated for each LEA.

3.101 Table below refers to market demand.  However, two additional projections are required.  The first additional projection is market share.  That is, for each LEA it is important to divide Broadband demand between retail MakTel and wholesale Bitstream.  This is important because in effect MakTel provides Bitstream to itself at ERG Level 4.  But other operators will choose a mix of Point of Handovers (PoHs) from Level 2 – Level 4.  This has implications for how much capacity is required in both the Aggregation Network and Backbone Network.

3.102 Second, it follows from above that for each LEA it will be important to specify what PoH (or mix of PoHs) is required.

3.103 Projecting the mix of PoHs for each LEA is very challenging, especially given the current low take-up of Broadband/Bitstream in the Republic.  Therefore, we shall make the mix of PoHs a User defined input to the Model.  This will allow the user to specify the mix of PoH’s at an individual LEA level or in aggregate.

Market Demand Projections LEA ABC

	Bandwidth
	Base Year
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


Busy Hour Traffic Projections LEA ABC

	Bandwidth
	Base Year
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


User Defined Mix of PoHs
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3.104 Broadband demand projections and market share projections are a direct input to the Model. These projections are the responsibility of the Agency.  The Agency separately will publish its demand projections methodology at an appropriate time.

4
ACCESS NODES
4.1 DSL Technology

4.1 Digital subscriber line (DSL) is a broadband access technology that enables high-speed data transmissions over the existing copper telephone wires (“local loops”) that connect subscriber’s homes or offices to their local telephone company Central Offices (COs). 

4.2 Contrary to the analog modem network access that uses up to 4kHz signal frequencies on the telephone wires and is limited to 56Kbps data rates, DSL is able to achieve high data transmission rates by using advanced signal modulation technologies in the 25kHz and 1.1Mhz frequency range.

4.3 With the use of DSL modems, digital signal can transmit data together with analog voice signal on the same wire. It can separate the signals and prevent interference between each other.
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4.4 There are a number of different DSL standards defined by American National Standards Institute (ANSI) and European Telecommunications Standards Institute (ETSI) and embraced by the industry. These DSL technology variants are typically characterized by different upstream and downstream data rates, maximum wire lengths and designated customer applications – residential, small office or business oriented. Collectively, the DSL standards are referred to as xDSL.
4.5 Roughly, xDSL standards can be divided into the following three groups:

· Symmetric DSL – provides the same data rate for upstream and downstream transmissions
· Asymmetric DSL – provides higher downstream then upstream data transmission rates
· Symmetric and Asymmetric DSL – can transmit data both symmetrically and asymmetrically
4.6 Asymmetric Digital Subscriber Line (ADSL) variants are by far the most popular DSL implementations mostly due to its suitability for Internet browsing applications that are heavily geared towards downstream data transmission (download).
4.7 DSL is not the only broadband access technology on the market capable of delivering multi-megabit data rates to service subscribers. The notable alternatives are cable network access, satellite network solutions and other wireless technologies such as WiMax.

4.8 Among the alternative broadband technologies cable networks & operators present the fiercest competition for DSL networks and service providers (which are traditionally Telcos). 

4.9 Although all alternative broadband technologies have their advantages, DSL is the most cost effective option due to it’s ability to utilize telephone lines installed worldwide for multi-megabit data access without extensive and expensive infrastructure upgrades.

4.10 When digital data is sent from a DSL subscriber’s premises, it travels from subscriber’s computer or network through a DSL modem and on to the other end of the line at the phone company’s Central Office (CO). At the CO end of the line (local loop) the data is received by the Digital Subscriber Line Access Multiplexer (DSLAM). The DSLAM aggregates the digital data streams coming from a number of subscribers onto a single high-capacity uplink (ATM or Gigabit Ethernet backhaul) to the Internet Service Provider. At the ISP the aggregated data from multiple subscribers is processed by the Broadband Remote Access Server (B-RAS) which authenticates the subscriber’s credentials, validates the users access policies and routes the data to its respective destinations on the Internet.
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4.11 This is an extremely simplistic outline of the DSL access network flow but it carries the message that what really makes DSL happen are the DSL modems and DSLAM and B-RAS devices.
4.12 A more detailed look at DSL connection is depicted in the following image.
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4.13 Path taken by data to DSLAM involves the following steps:

· Customer premises: DSL modem terminating the ADSL, SHDSL or VDSL circuit

· Local loop: the telephone company wires from a customer to the telephone company’s central office, often called the “last mile”

· Central office

· Main distribution frame: a wiring rack that connects outside subscriber lines with internal lines. It is used to connect public or private lines coming into the building to internal networks.

· xDSL filters: DSL filters are used in the central office to split voice from data signals. The voice signal can be routed to a POTS provider or left unused whilst the data signal is routed to the ISP DSLAM via the HDF

· Handover Distribution Frame (HDF): a distribution frame that connects the last mile provider with the service provider’s DSLAM

· DSLAM: a device for DSL service. The DSLAM port where the subscriber local loop is connected converts analog electrical signals to data traffic (upstream traffic for data upload) and data traffic to analog electrical signals (downstream for data download)
4.2 DSLAM

4.14 The Digital Subscriber Line Access Multiplexer or DSLAM is the equipment that really allows the DSL to happen. The DSLAM handles the high-speed digital data streams coming from numerous subscribers’ DSL modems and aggregates it onto a high-capacity uplink – ATM or Gigabit Ethernet to the Internet Service Provider.

4.15 DSLAM “collects” the data from its ports and aggregates the traffic from these ports into one “composite complex signal” via multiplexing.

4.16 Contemporary DSLAMs typically support multiple DSL transmission types – ADSL, SDSL, etc as well as different protocol and modulation technologies within the same DSL type.

4.17 Responding to the requirements posed by broadband network evolution towards provision of value added services such as VoDSL and IPTV, DSLAMs, in addition to DSL aggregation functions, provide advanced functionality such as traffic management, QoS and similar.
4.18 The multiplexing can be based on a TDM (Time Division Multiplexing) scheme, or can be based on switch based schemes like Frame-Relay, IP or ATM. The switch-based schemes have the advantage that they allow limiting the speed of the uplink to the backbone to a value lower than the sum of the access speeds of all the end-users. This ratio is called the contention ratio and is a measure for the quality of the service.
4.19 DSLAM implementations based on switch based technologies are mainly used for Internet access services, while DSLAM implementations based on TDM are more common for leased line services and interfacing to legacy backbone infrastructures.
4.20 From the high-level perspective DSLAMs architecture typically includes a number of xDSL line cards that terminate the subscriber local loops and one or more ATM OC-3/12/48 or Ethernet/Gigabit Ethernet uplink cards for traffic backhaul. The line cards and uplink cards are interconnected by a high capacity aggregation backplane that can take form of an ATM or Ethernet bridge or switch. Majority of modern DSLAMs are multiservice and support multiple DSL technologies – i.e. ADSL, ADSL2, ADSL2+, SDSL and VDSL, etc and therefore these devices accommodate for multiple xDSL line card types.
4.21 The following image depicts high level DSLAM architecture.
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4.22 From the traffic processing perspective, two distinct architecture models have emerged – centralized and distributed.

4.23 In the centralized model all complex traffic processing (e.g. classification, filtering, QoS, etc) is performed on a single central uplink card. The line cards in centralized model are “dumb” and cheap and contain only the basic components required for traffic hand-off to the uplink card. Centralized architecture is considered best suited for high-density large-scale aggregation-centered DSLAMs with moderate complex traffic processing requirements. Example of centralized DSLAM implementations are products based on Intel IXP2400 NP design.

4.24 In the distributed model some or all complex traffic processing is off-loaded to the smart line cards based on programmable network processors (Linecard Traffic Processors or LTPs). The uplink card in such architecture can be as simple as an Ethernet switch in case of Ethernet backhaul, or still require a full-featured network processor for more complex scenarios such as IPoMPLS backhaul.

4.25 The distributed model is prevalent in DSLAMs with complex traffic processing capabilities – such as IP-DSLAMs with Layer-3 IP functionality, AAA, QoS and security enforcement.

4.26 The distributed DSLAM architecture model has a number of important advantages over the centralized model – such as local traffic processing capability on the line cards (local multicasting and local peer-to-peer traffic switching) and linear DSLAM shelf expansion costs (i.e. sparsely populated DSLAM shelves with inexpensive uplinks can provide low entry cost and its capacity can be expanded in “pay as you grow” fashion as additional line cards are installed).
4.3 Modelling principles
4.27 Access nodes will be modelled by using geographical scorched node approach. This means that the geographical locations of DSLAM equipment will remain the same and the equipment at each node will be modelled based on demand.
4.28 The equipment that the operator currently deploys will be used for modelling but each location will be optimally configured and lowest cost configuration of equipment will be used.
4.29 Model will take into account limited functionalities of DSLAM equipment used, such as maximum number of IPTV subscribers, maximum number of cards and maximum number of ports per line card.
4.30 Equipment characteristics required for modelling include the following:
· Number of devices that fit into one rack for each device type used
· Equipment power supply

· Number of slots per device type

· Number of ports per card type

4.31 Minimum network will be defined as the smallest possible network that can be built to satisfy minimum demand (the ability to connect at least one subscriber) per each geographical node.
4.32 Cost volume relationship will be built by scaling subscriber demand and designing an optimal configuration of equipment. For this configuration Gross Replacement Cost is calculated and, together with scaled demand, serves as a basis for building a CVR.
4.4 Modelling inputs
4.33 Key cost drivers for broadband networks are: 

· Broadband subscribers – a port on a DSLAM line card is required for each subscriber

· Service bandwidth – determines the required technology

· Busy hour traffic – determines the network design
4.34 Key inputs about subscribers and traffic are:
· Current number of subscribers per individual service (ADSL, Leased lines, Ethernet access, bitstream, etc.)
· Projected number of subscribers per service
· Busy hour traffic and total traffic projections per service

4.35 We assume that these inputs will be provided either by the operator or by the agency.
4.36 Inputs regarding equipment deployed and Replacement Cost of that equipment will be based on data received from the operator.
5
AGGREGATION NETWORK

5.1 Aggregation network is a part of the telecommunications network stretching from the Access Nodes to the Broadband Remote Access Server (BRAS). BRAS is a Broadband Network Gateway and is the aggregation point for the user traffic. It provides aggregation capabilities (e.g. IP, PPP, Ethernet) between the access network and the Network Service Provider or Application Service Provider. Beyond aggregation, it is also an injection point for policy management and IP QoS in the access network.
5.2 DSL deployments have historically used ATM to aggregate the access networks into the regional broadband network. In such deployments the Access Node functions as an ATM aggregator and cross-connect, multiplexing user ATM PVCs and de-multiplexing them back.
5.3 The traffic aggregated from the Access Nodes is steered to an IP node, the BRAS. BRAS can be physically located either in the regional network or in the service provider network and is mainly engaged in PPP termination and tunneling. BRAS can also be located on the edge of the regional network and its functionality is enhanced to include subscriber management, advanced IP processing, including IP QoS, and enhanced traffic management capabilities. 

5.4 Modern access network topology has the connectivity between the Access Node and the Broadband Network Gateway based on Ethernet rather than ATM. Access nodes could be directly connected or go through an aggregation layer(s) before reaching the Broadband Network Gateway.
5.5 Aggregation layers depend on the technology deployed and on the size of the broadband network.

5.1 Asynchronous Transfer Mode
5.6 Asynchronous Transfer Mode (ATM) is a standard switching technique, it uses Time Division Multiplexing (TDM) and it encodes data into small fixed-sized cells. This differs from approaches such as the Internet Protocol or Ethernet that use variable sized packets or frames. 
5.7 ATM provides data link layer services that run over a wide range of OSI physical layer links and it was designed for a network that must handle both traditional high throughput traffic and real time, low latency content such as voice and video.
5.8 ATM networks are connection oriented and a virtual circuit needs to be established between two endpoints before the actual data exchange begins.
5.9 ATM is a cell-switching and multiplexing technology that combines the benefits of circuit switching (guaranteed capacity and constant transmission delay) with those of packet switching (flexibility and efficiency for intermittent traffic). It provides scalable bandwidth from a few megabits per second (Mbps) to many gigabits per second (Gbps). Because of its asynchronous nature, ATM is more efficient than synchronous technologies, such as time-division multiplexing (TDM). With TDM, each user is assigned to a time slot, and no other station can send in that time slot. If a station has a lot of data to send, it can send only when its time slot comes up, even if all other time slots are empty. If, however, a station has nothing to transmit when its time slot comes up, the time slot is sent empty and is wasted. Because ATM is asynchronous, time slots are available on demand with information identifying the source of the transmission contained in the header of each ATM cell.

5.10 ATM transfers information in fixed-size units called cells. Each cell consists of 53 octets, or bytes. The first 5 bytes contain cell-header information, and the remaining 48 contain the “payload” (user information). Small fixed-length cells are well suited to transferring voice and video traffic because such traffic is intolerant of delays that result from having to wait for a large data packet to download, among other things.

5.11 An ATM network is made up of an ATM switch and ATM endpoints. An ATM switch is responsible for cell transit through an ATM network. The job of an ATM switch is well defined: it accepts the incoming cell from an ATM endpoint or another ATM switch. It then reads and updates the cell-header information and quickly switches the cell to an output interface toward its destination. An ATM endpoint (or end system) contains an ATM network interface adapter.

5.12 An ATM network consists of a set of ATM switches interconnected by point-to-point ATM links or interfaces. ATM switches support two primary types of interfaces: UNI and NNI. The UNI connects ATM end systems (such as hosts and routers) to an ATM switch. The NNI connects two ATM switches.

5.13 Depending on whether the switch is owned and located at the customer’s premises or publicly owned and operated by the telephone company, UNI and NNI can be further subdivided into public and private UNIs and NNIs. A private UNI connects an ATM endpoint and a private ATM switch. Its public counterpart connects an ATM endpoint or private switch to a public switch. A private NNI connects two ATM switches within the same private organization. A public one connects two ATM switches within the same public organization.

5.14 Three types of ATM services exist: permanent virtual circuits (PVC), switched virtual circuits (SVC), and connectionless service (which is similar to SMDS). A PVC allows direct connectivity between sites. In this way, a PVC is similar to a leased line. Among its advantages, a PVC guarantees availability of a connection and does not require call setup procedures between switches. Disadvantages of PVCs include static connectivity and manual setup. An SVC is created and released dynamically and remains in use only as long as data is being transferred. In this sense, it is similar to a telephone call. Dynamic call control requires a signaling protocol between the ATM endpoint and the ATM switch. The advantages of SVCs include connection flexibility and call setup that can be handled automatically by a networking device. Disadvantages include the extra time and overhead required to set up the connection.

5.15 ATM networks are fundamentally connection oriented, which means that a virtual channel (VC) must be set up across the ATM network prior to any data transfer. (A virtual channel is roughly equivalent to a virtual circuit.)

5.16 Two types of ATM connections exist: virtual paths, which are identified by virtual path identifiers, and virtual channels, which are identified by the combination of a VPI and a virtual channel identifier (VCI).

5.17 A virtual path is a bundle of virtual channels, all of which are switched transparently across the ATM network on the basis of the common VPI. All VCIs and VPIs, however, have only local significance across a particular link and are remapped, as appropriate, at each switch.

5.18 A transmission path is a bundle of VPs. The following illustrates how VCs concatenate to create VPs, which, in turn, concatenate to create a transmission path.
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5.2 Ethernet
5.19 Ethernet is a local area network (LAN) protocol developed by Xerox corporation in cooperation with DEC and Intel in 1976
5.20 Ethernet, a physical layer local area network (LAN) technology, has become the most widely used LAN technology because of its speed, low cost, and relative ease of installation. This is combined with wide computer-market acceptance and the ability to support the majority of network protocols.

5.21 Robert Metcalfe, an engineer at Xerox, first described the Ethernet network system he invented in 1973. The simple, yet innovative and, for its time, advanced system was used to interconnect computer workstations, sending data between workstations and printers.

5.22 Metcalfe’s Ethernet was modeled after the Aloha network developed in the 1960s at the University of Hawaii. However, his system detected collisions between simultaneously transmitted frames and included a listening process before frames were transmitted, thereby greatly reducing collisions.

5.23 Although Metcalfe and his coworkers received patents for Ethernet and an Ethernet repeater, and Ethernet was wholly-owned by Xerox, Ethernet was not designed nor destined to be a proprietary system. It would soon became a worldwide standard.

5.24 While 10 Mb/s seemed very fast in the mid-1980s, the need for speed resulted in a 1995 standard (IEEE 802.3u) for 100 Mb/s Ethernet over wire or fiber-optic cable. Although the 100Base-T standard was close to 10Base-T, network designers had to determine which customers needed the extra bandwidth. Because there was a choice of bandwidths, the standard also allowed for equipment that could autonegotiate the two speeds.

5.25 In other words, if an Ethernet device was transmitting or receiving from a 10 Mb/s network, it could support that network. If the network operated at 100 Mb/s, the same device could switch automatically to the higher rate. Ethernet networks then could be 10 Mb/s or 100 Mb/s (Fast Ethernet) and connected with 10/100 Mb/s Ethernet devices that automatically switched network speeds

5.26 Gigabit Ethernet works much the same way as 10 Mb/s and 100 Mb/s Ethernet, only faster. It uses the same IEEE 802.3 frame format, full duplex, and flow control methods. Additionally, it takes advantage of CSMA/CD when in half-duplex mode, and it supports simple network management protocol (SNMP) tools.

5.27 Gigabit Ethernet takes advantage of jumbo frames to reduce the frame rate to the end host. Standard Ethernet frame sizes are between 64 and 1518 bytes. Jumbo frames are between 64 and 9215 bytes. Because larger frames translate to lower frame rates, using jumbo frames on Gigabit Ethernet links greatly reduces the number of packets (from more than 80,000 to less than 15,000 per second) that are received and processed by the end host.

5.28 Gigabit Ethernet can be transmitted over CAT 5 cable and optical fiber such as the following:

· 1000Base-CX—Short distance transport (copper)

· 1000Base-SX—850 nm wavelength (fiber optics)

· 1000Base-LX—1300 nm wavelength (fiber optics)

5.29 The operation of 10 Gigabit Ethernet is similar to that of lower speed Ethernets. It maintains the IEEE 802.3 Ethernet frame size and format that preserves layer 3 and greater protocols. However, 10 Gigabit Ethernet only operates over point-to-point links in full-duplex mode. Additionally, it uses only multimode and single mode optical fiber for transporting Ethernet frames.
5.30 The 10 Gigabit Ethernet standard (IEEE 802.3ae) defines two broad physical layer network applications:

· Local area network (LAN) PHY

· Wide area network (WAN) PHY

5.31 Ethernet is commonly described as being a packet delivery system. In reality, an Ethernet frame is made up of all the necessary parts to fit the requirements and definition of a packet. An Ethernet frame has a header (Preamble - Length), payload (LLC - Pad), and a trailer (Frame Check Sequence) that are bundled together in a specifically organized manner for transmission

5.32 The CSMA/CD standard defines how Ethernet frames get onto an Ethernet network. Because only one signal at a time can be transmitted on an Ethernet network, every Ethernet device listens to hear if another device is already transmitting (in other words, sense other carriers to determine if one of them is transmitting a signal). If the path is clear, any Ethernet device can transmit because of multiple access to the network. But all devices, even the one transmitting, continue to listen, because they are trying to detect collisions. Frames that collide must be retransmitted.

5.33 Ethernet is a shared media, so collisions not only happen, they are expected. Sometimes a transmission is not detected by an Ethernet device, and the device transmits on a busy line. Sometimes two or more devices (after correctly determining the path is clear) transmit simultaneously, resulting in a collision somewhere on the network. However, having too many collisions is not good, so rules were established to minimize these conflicts and protect data integrity.

5.34 Besides the constant listening, there is an enforced minimum quiet time of 9.6 microseconds between frame transmissions. There has to be a break in traffic to allow other devices a chance to get their data moving.

5.35 If a collision occurs, retransmission is determined by an algorithm that chooses unique time intervals for resending the frames. The Ethernet interface backs off, or waits, the chosen number of milliseconds and then retransmits automatically if no activity is detected. The process is repeated for that frame if another collision occurs. In fact, as same-frame collisions recur, the process is repeated until the frame collides up to 16 times. Then, after this many tries, it is discarded.
5.36 The CSMA/CD protocol is designed to allow fair access by all transmission devices to shared network channels. This fair sharing protocol means that even when all elements are working properly, collisions can occur. For normal Ethernet traffic levels, it is thought that if deferred and retransmitted traffic is less than 5 percent of total network traffic, the Ethernet network is healthy.

Bridges

5.37 Bridges transfer MAC-layer packets from one network to another. They serve as gatekeepers between networks and allow only necessary traffic (frames) between the networks they connect. Bridges control traffic by checking source and destination addresses and forwarding only network-specific traffic. Bridges also check for errors and drop traffic that is corrupted, misaligned, and redundant.

5.38 Bridges help prevent collisions and create separate collision domains by holding and examining entire Ethernet packets before forwarding them on. This allows the network to cover greater distances and add more repeaters onto the network.

5.39 Most bridges can learn and store Ethernet addresses by building tables of addresses with information from traffic passing through them. This is a great advantage for users who move from place to place, but it can cause some problems when multiple bridges start network loops. Spanning Tree Algorithm software is used to prevent these loops.
Switches

5.40 Ethernet switches took the bridge concept and made it bigger by linking multiple networks. Switches can increase network performance by eliminating extraneous traffic on network segments.

5.41 Two varieties of switches are commonly in use:

· Cut through

· Store and forward

5.42 Cut through switches use algorithms that read the destination address on the frame header and immediately forward the frame to the switch port attached to the destination MAC address. This is very fast because once the header information is read, the rest of the frame is transmitted without inspection.

5.43 Store-and-forward switches, like a bridge, hold the frame until the whole packet is inspected. This type of switch makes sure the frame is fit to travel before transmitting it. Fortunately, store and forward switches are nearly as fast as cut-through switches, so the extra work does not require significant additional time.
Ethernet topologies
5.44 A network topology is the geometric arrangement of nodes and cable links in a LAN. Devices on an Ethernet network are traditionally arranged in either a bus or star topology.

5.45 A bus topology is configured so that all devices on the network connect to one trunk cable. This type of arrangement is easy to configure and install, and it is relatively inexpensive. Bus topology requires no amplification or regeneration equipment, and all devices on the network have access to the bus. After waiting to determine an open line, a signal can be sent by any device along the network. It is expected that any signal is terminated at the end of the trunk. 

5.46 One potential cost of this less expensive topology is that all devices are affected if the trunk cable fails. For this reason, more recent Ethernet networks are configured as stars. 

5.47 Separate cables connect each device in a star topology with a central device—usually a hub. Because of the separate cabling requirement, only one transmitting device is affected if a cable fails. Other advantages of a star topology over a bus are:

· Ease of expansion

· Localized troubleshooting

· Support of multiple cable types

5.48 The centralized hub can be passive or active. If it is active, the hub regenerates the signal and extends the length of the network. Installing a centralized hub is made easier because it can be housed in a closet with telephone equipment, and cables attached to the hub can run through the same conduits as phone lines.
5.49 Building a ring topology using Ethernet links is constrained with the limitations of traditional spanning tree. 

5.50 The first issue with spanning tree is the convergence times. The traditional spanning tree timers (15 seconds for listening, 15 seconds for learning, and 20 seconds max-age timeout) don’t allow for fast convergence times that measure up to today’s standards for converged network traffic. When a service provider tries delivering converged triple-play services the 30 seconds to 50 seconds of convergence is unacceptable. Service providers would prefer optical convergence times on the order of 50ms which is what they expect from their DWDM rings.

5.51 The second issue is the 7-hop maximum dimension of spanning tree. The default STP timers are set with the expectation that the diameter is no more than 7 hops. This 7-hop Spanning Tree limit is not to be confused with the 5-4-3 rule of thumb for 10Mbps Ethernet (5 total segments, 4 repeater hops, and 3 user-populated segments).

5.3 Migration from ATM to Ethernet
5.52 The significant cost advantage offered by Ethernet networks, standardization and availability of Ethernet services and the prohibitively high cost of higher speed ATM BRAS interfaces is driving the migration of the aggregation network to Internet Protocol (IP)/Ethernet.
5.53 DSL architectures have been transforming from a “low” speed best effort delivery network to an infrastructure capable of supporting higher user bit rates and services requiring QoS, multicast, and availability requirements that are prohibitive to deploy in a pure ATM based environment. Ethernet provides a technology vehicle to meet the needs of the next generation DSL network through an improved transport mechanism that supports higher connection speeds, packet based QoS, simpler provisioning, multicast, and redundancy in an efficient manner.

5.54 At the application layer, DSL service providers are looking to support enhanced services in conjunction with basic Internet access including entertainment video services (Broadcast TV and VoD), video conferencing, VoIP, gaming, and business class services (e.g. Layer 2 VPN and IP VPN). Many of these services require significantly higher DSL synch rates than are typically achieved in today’s ADSL deployments. The most reliable way to improve the maximum DSL synch rate is to reduce the length of the local loop, thus significantly changing the current placement and density of current Access Node deployments. As such, the number of Access Nodes deployed within a service provider’s network would significantly increase as the Access Nodes are pushed further out and closer to the user’s edge. Gigabit Ethernet and GPON provide highly efficient transport technologies for delivering large amounts of bandwidth to a highly distributed Access Node topology, as well as providing the underlying QoS features needed by the overlay applications.
5.55 Changes in the dynamics of the ATM switch market have caused particular concerns regarding ATM switch support. With the bankruptcy of Nortel, the future of its Passport series of ATM switches and support of Passport products is in question. The status of already expensive service contracts and ongoing availability of replacement parts from the manufacturer causes concern among some service providers, since critical customer services are running on a network where future support is questionable and growth is limited.

5.56 Additionally, other ATM vendors have scrapped plans to further support ATM switch development. Cisco stopped development on its IGX 8400 and BPX 8600 ATM platforms, and Ericsson has ceased developments for the Ericsson AXD series. This means that significant amounts of critical customer traffic are currently running on ATM switches that have no enhancements, no further development and no migration path to Ethernet service support.
5.4 Modelling principles

5.57 Access nodes can be directly connected to Broadband Remote Access Server or through layer(s). Exact modelling of aggregation network will depend on the data received from the operator.
5.58 Modelling of aggregation network switches will be based on geographical scorched node principle.
5.59 Technology deployed will be based on Ethernet and will include Ethernet switches that will, based on data received from the operator, serve as aggregation switches

5.60 The configuration of switches at each geographical location will be based on equipment used by the operator and will be designed in an optimal way, meaning that the gross replacement cost of equipment is kept to minimum.

5.61 Redundancy in the aggregation network will be modelled based on data provided by the operator.
6 IP NETWORK
6.1 Internet protocol

6.1 Internet protocol – IP – is the third layer protocol of the Internet protocol suite. It provides two main services to upper layers: i) Host identification and addressing through hierarchical IP addressing system; ii) Packet routing – delivering packets from source to destination by sending them to the next node and thus one step closer to destination. 

6.2 Unlike Data link layers (e.g. Ethernet) which provide connectivity between devices on a same LAN, IP protocol provides connectivity across LANs. While L2 switches are commonly referred to as switches, L3 switches are referred to as routers to differentiate the functionality provided.

6.3 IP addresses are numerical labels. Originally they were designed as 32 bit number – this format is referred to as IPv4 addresses. However, this provides address space of 2^32 addresses. With Internet’s huge growth this number of addresses proved to be insufficient and a new format using 128 bits was designed. The new format is referred to as IPv6. 

6.4 IPv4 addresses were initially intended to be uniquely assigned to each network host. However, unique address is required only for hosts connected to the Internet and host not connected to the Internet can reuse the same address. For this purpose, several ranges of addresses were designated as private and are not to be routed over the Internet but only on LANs. The rest of the address space is designated as public and allocation of these public addresses is controlled. IPv6 addressing has similar provisions for public and private addresses.

6.5 To understand IP routing, one must first understand IP addresses. IPv4 addresses are represented as four bytes in a notation of A.B.C.D where A, B, C, D represent each byte with value ranging from 0-255 (e.g. 123.045.056.078). IPv6 uses similar notation but the bytes are grouped in pairs, separated with “:” and presented in hexadecimal notation  (e.g. 0123:4567:89AB:CDEF: 0123:4567:89AB:CDEF)

6.6 IP addresses are logically structured into two groups of bits: i) (sub)network identifier part; ii) host identifier part. Network identifier part start from the most relevant bit and is considered to be a prefix to the host part. 

6.7 IP routing is performed using a method of CIDR – Classless Inter-Domain Routing. CIDR relies on prefixes and masks to route traffic.  Using prefixes and masking CIDR groups IP addresses into blocks and addresses that belong to the same block have the same traffic routing. This way all traffic intended for a same (sub)network – represented by a CIDR block - can be routed in the same manner without caring for each host on that network.

6.8 CIDR blocks (for IPv4) are written in notation A.B.C.D/N where A.B.C.D has the same interpretation as for IPv4 address and N stands for the length of the prefix. An address matched (belongs) to a block if it has the same prefix (first N bits) as CIDR block. For example, addresses belonging to 128.126.255.255/16 block are all addresses beginning with 128.126. 

6.9 Due to variable length of the prefix (N), a single address can be matched with multiple blocks which may have different routings assigned. In this case the address is said to belong the longest-prefix matched block which corresponds to the most specific routing information.

6.10 Each router stores a list of CIDR blocks along with information what is the next node for the packed matched with a given block and the interface through with to send the packet. This list is called the routing table. 

6.11 Routing tables can be constructed in two ways: i) manually ii) automatically. Manual construction is feasibly only in small networks which do not or seldom change. For any larger network, this approach is impractical. Automatic construction is based on protocols that discover network topology and configuration and construct routing tables accordingly.

6.12 Protocols for automatic routing can be broadly classified in two groups: i) distance-vector routing protocols; ii) links-state routing protocols. 

6.13 Distance-vector protocols require that routers periodically inform their neighbours of topology changes by sharing routing tables. Combining the information from obtained routing tables, routers can calculate which hop will result in the “shorters” path over which the packet can be delivered. 

6.14 Link-state protocols share their link-connectivity state with all other routers through flooding mechanism (sending message to “all” nodes). Through this sharing, each router calculates the full network topology.

6.15 Distance-vector protocols are have less computational complexity and messaging overhead but are slow to converge and detect node failure. On the other hand, link state protocols converge relatively quickly but require significantly more computational power.

6.2 Multiprotocol label switching 

6.16 MPLS – Multiprotocol Label switching – is a protocol whose creation was prompted by two elements: computational complexity of IP routing and VPN – virtual private networks. 

6.17 With connectivity becoming a necessity in modern enterprises, more and more enterprises were looking to “integrate” their geographically distributed LANs into a single virtual LAN. This is achieved by creation of VPNs. Initially, VPNs were based on leased-line circuits which typically underutilize the available capacity.  Next, VPNs were realized over virtual private circuits in ATM or IPSEC tunnels. However, in both these cases, the connection is Point-to-Point and therefore requires at least one circuit/tunnel for each site to be integrated. Each of these circuits/tunnels has to be manually configured. 

6.18 MPLS alleviates these problems through the use of labels: packets are switched based on short labels that are added in the header. This reduces complexity in switching since switching is performed based solely on the label which is a 20-bit identifier. At the time it was designed, 20-bit label switching could be implemented in VLSI circuits, while IP routeing could not. Next, labelling enables traffic routing between distant nodes in the network instead of endpoints. 

6.19 MPSL is 2.5 layer protocol which means it is positioned between traditional layer 2 (e.g. Ethernet) and layer 3 (e.g. IP). It was designed to be protocol agnostic, meaning that it can carry any packets from different protocols. This includes higher level protocols (e.g. IP), but also lower level protocols (e.g. Ethernet). As it is protocol agnostic, MPLS can be carried over Ethernet, SDH and provides the network provider to with ability to manage MPLS “routes” independently of data link layer.

6.20 MPLS works by prefixing packets with labels. As stated above, MPLS does not require inspection of packets to be switched. In this respect, the packet to be switched can already be an MPLS prefixed packed.

6.21 During its traversal through MPLS network, packets are actually prefixed with a label stack. Stacking of labels enables switching encapsulation and hierarchies. When the packed exits MPLS network all labels are removed and the packed is routed over router’s exit network interface using switching/routing other than MPLS.

6.22 Packets enter and exit MPLS network on Label Edge Routers – LER – while the routers that perform switching only on the base of labels are called Label Switch Routers. The path between two LERs is called Label Switch Path – LSP. Unlike IPSec tunnels or ATM circuits, LSPs are unidirectional – two are needed for two-way communication.

6.23 LSPs are used by network provider primarily to create VPNs. Traffic from each customer’s site that needs to be included in a VPN, is attached to a LER. Traffic may be routed through one or more LSPs which end on another customer’s site thus providing traffic separation/virtual circuits. 

6.24 Note that a single router may serve as an edge router from multiple VPNs of multiple customers. Label assignment for different packets is usually performed based on different attributes of incoming traffic – e.g. incoming port, IP address etc.  

6.25 Due to technological advances, one of the main advantages of MPLS over IP routing has significantly lost on its importance. Namely, IP routing can now be performed in hardware domain only although it is still more resource intensive than MPLS routing.

6.26 One feature that makes MPLS routing favourable over IP routing is the MPLS local network restoration mechanism also known as Fast Reroute mechanism. The mechanism is actually an extension of protocol used in MPLS network and it provides for creation of backup path that enable protection from single node or single link failure. Since the mechanism is local in nature it enable restoration in less than 50ms which is a key feature for latency sensitive applications such as VoIP. 

6.27 It is worthwhile noting that MPLS has its disadvantages over other forms of VPNs, primarily IPSec. MPLS based VPNs provide no encryption of data and do not provide a mechanism for mutual-authentication while IPSec does. So, for highly sensitive data IPSec is still a technology of choice. 

6.28 Nevertheless, MPLS is still widely used by carriers due to its traffic engineering and out-of-band control benefits as well as simpler VPN provisioning capabilities.

6.3 Access servers

6.29 As IP addresses are a scarce resource, they are pooled between users. ISPs and network providers allocate a range of addresses and temporarily assign them to users when they want to connect to the Internet. 

6.30 Prior to assigning an address to a user, users credentials must be authenticated, their access authorized. During access, accounting must be carried out in order to properly bill the user for services used.

6.31 All of these functions are supported by access servers which, for broadband access, are called Broadband Remote Access Servers – BRAS. 

6.32 For easier maintenance and billing, BRAS servers typically function as an interface to RADIUS servers which then perform centralized AAA (authentication, authorization and accounting) function. 

6.33 BRAS servers can be used in either centralized or distributed network architecture. 

6.34 Centralized BRASs are easier to maintain but can end up to be a single point of failure. If BRASs are deployed as standalone network elements and this is usually the case in order to support older access nodes, BRASs need to be on the same Ethernet domain as access nodes. This requires building large Ethernet domains which are hard to scale.

6.35 Network architecture with distributed BRASs may introduce higher OPEX due to maintenance but are a more commonly deployed architecture. A distributed environment where a single BRAS serves one (or several) smaller domains is often preferred over centralized because it is easier to scale.

6.36 Newer access nodes support BRAS function on themselves. Obviously, this implies distributed BRAS architecture. 

6.4 Network architectures

6.37 MPLS routers can be broadly divided into CE – customer edge, PE – provider edge and P – provider routers. Customer edge routers are under customers’ control and they are attached to provider edge routers which are in turn under network provider’s control. Attached means that two routers are peers in the OSI network layer. Network provider’s routers that are not attached to CE routers are called P routers.

6.38 Similar to the division of routers, IP/MPLS network is divided into layers. Typically there are two or more layers, depending on the network size. The first layer and the lowest (outermost) layer serves to provide aggregate access to carrier’s IP network. The inner layers aggregate and/or route traffic between routers in the higher layers. Number of layers in the network depends on network size and the amount of traffic. 

6.39 Layering is used for two reasons: i) to structure traffic routing and improve network manageability ii) to reduce cost. Since most of the router cost is related to ports, aggregation of lower bandwidth ports and routeing in lower layers is desirable in order to reduce the number of ports of typically higher bandwidth in higher layers.

6.40 Network with two layers in illustrated in figure 6.1.

Figure-6.1
IP/MPLS network with two layers 
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6.5 Network topologies

6.41 As IP/MPLS switching is not circuit based but packet based, a packed may take arbitrary path from source to destination.  As explained above, adaptable routing algorithms are designed and their role is to make sure a packet finds its way from source to destination regardless of network topology. Therefore, IP/MPLS can be deployed in various topologies, ranging from bus to full meshed networks. However, for reasons of resilience, scalability and manageability IP/MPLS network are usually deployed in a limited number of topological forms.

6.42 A ring topology is typically used in the aggregation part of the network due to relatively low traffic and possibility of fast recovery in case of single node failure with MPLS Fast Reroute mechanism. Unlike SDH networks, with IP/MPLS no bandwidth reservation is required and traffic flows only in one direction. Downside of a ring topology is that traffic exchange between diametrically opposite node has to traverse half of the nodes in the ring thus adding load to those nodes. This is why ring topology is used for lower traffic areas. 

6.43 Mesh topology connects each node with every other thereby ensuring that there is only one hop between any two nodes. Mesh will obviously always provide the fastest routing but due to the number of links this topology is prohibitively costly. Mesh is typically used for core layer with small number of nodes. Mesh topology is illustrated in figure 6.2.

Figure-6.2
Mesh network topology
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6.44 Star topology and especially dual star topologies are adequate for core network layers due to limited number of hops between any two nodes – precisely 2 hops. Dual star topology is illustrated in figure 6.3. Star topology is sometimes referred to as hub-and-spoke. 

Figure-6.3
Dual star network topology
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6.6 Modelling principles

6.45 Our model will use geographical scorched node approach for modelling IP core network. This means that IP/MPLS routers will remain in their existing geographical locations.

6.46 Model will use MPLS capable routers since this is the prevailing industry standard used for IP core network and it provides fast network recovery required for VoIP services.

6.47 Scorched node approach also implies that routers will retain their network function – i.e. PE routers will remain PE routers and P routers will remain P routers – save the exception provided in the next point. Effectively, current capability of providing a service from a certain site will remain. 

6.48 In case that network does not differentiate between aggregation (PE level) and core only (P level) routers, model will assume make necessary adjustment to differentiate these two layers. Aggregation layer will contain PE routers and interface with clients, Ethernet aggregation and other operators while P routers will only route traffic between nodes in the aggregation layer.

6.49 The model will use double star topology in IP/MPLS network to connect PE and P routers 

6.50 In case that the operator uses fully distributed BRAS network architecture (BRAS integrated into access nodes), the model will assume that the alternative operator connects to the Ethernet network to which access nodes are connected. In level 3 bitstream service this implies that BRASs on access nodes aggregate and forward access requests over the Ethernet network to alternative operators BRASs.

6.51 Model will optimize the number of ports/cards on IP/MPLS nodes, as well as the size of the nodes themselves. 

6.52 Due to expected data growth, minimum capacity links in the core IP network will be 10Gbit/s links. PE routers may use 1Gbit/s ports to connect aggregation network but connection to and between nodes in the core IP network (P routers) will be modelled as 10Gbit/s links. 

7
TRANSMISION NETWORK
7.1 Transmission networks provide circuits between other network nodes and consist of line equipment and cables.   

7.2 A basic building block of transmission networks is an assembly consisting of a signal transmitter, a medium carrying the signal and a signal receiver. This assembly is referred to as a transmission link and it enable transmission of signal (information) from sender side to receiver. 

7.3 For duplex communication where both sides receive and transmit information at the same time a receiver and a transmitter is needed on both sides of the link. Transceiver combines the functionality of transmitter and receiver.

7.1 Multiplexing hierarchies

7.4 If a transmission link has a greater bandwidth
 than the signals to be transmitted, it can be used to carry signals from different sources.  At the sending node, signals from different channels are combined to form a composite signal of greater bandwidth.  At the receiving node, the composite signal is disaggregated into individual underlying signals. This process is known as multiplexing and demultiplexing respectively and the signals being multiplexed and demultiplexed are called channel since they are virtually separated.  The separate channels are referred to as baseband channels whilst the composite channel is referred to as a broadband or bearer channel.

7.5 Multiplexing results in a given number of channels being carried over fewer cables with no loss in the number of channels.

7.6 At each successive multiplexor level, several bit streams or baseband channels (referred to as tributaries) are combined into a broadband channel on the same basis as above.

7.7 Composition of several levels of multiplexing is referred to as hierarchy. So far, there have been several industry level hierarchy standards.

7.8 The first commonly accepted standard multiplexing hierarchy system was designed for transmission over copper and is referred to as Plesiochronous Digital Hierarchy - PDH.  Unfortunately there are three incompatible standards used worldwide for plesiochronous digital transmission (Europe, Japan and North America) – we will focus on European version. 

7.9 The bandwidth of each stage in the PDH hierarchy is 4 times that of the previous level (see 7.1). The basic data transfer rate is 2Mbit/s designed to carry up to 32 voice channels of 64kbit/s bitrate.

Figure-7.1
PDH hierarchy
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7.10 The word plesiochronous refers to the fact that the baseband channels originate from unsynchronised multiplexors. In such a system, although each tributary will have the same nominal bit rate per second, they will usually originate from different timers (crystal oscillators or quartz clocks), which can vary within a specified clock tolerance.  

7.11 The next widely accepted generation of multiplexing hierarchy is referred to as Synchronous Digital Hierarchy - SDH. As the name says, SDH multiplexors are synchronized (within the borders prescribed by a standard describing SDH).

7.12 The bandwidth of each stage in the SDH hierarchy is also 4 times that of the previous level (see figure 7.2.). However, SDH was designed to carry much higher bandwidths and the basic data transfer rate is 155Mbit/s referred to as STM-1, short for Synchronous Transport Module, level 1. Next level is called STM-4, next STM-16 and so forth.

Figure-7.2
SDH hierarchy
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7.13 STM-1 is a frame with 9 segments each containing 270 cells with 8 bits per cell. Each frame’s duration is 125(s corresponding with 8000 frames per second considered to be the basic voice sampling rate. This leads to 9 * 270 * 8 * 8000 = 155,520 Mbit/s. Obviously, SDH was designed for voice data transfer as well.

7.14 Even though it was designed for carrying voice signal, SDH has long been used to carry data traffic as well, thanks mostly to its transport oriented features and protocol neutrality. Over the years, several other higher level protocols and protocol stacks have been successfully mapped to fit into STM frames. These include Ethernet/IP and ATM protocols.

7.15 Due to increased bandwidth requirements and high cost related to using SDH multiplexing for bitrates higher than 10Gbit/s, alternative means of transmitting higher bitrate signal is required. In both PDH and SDH, multiplexing is performed solely in electrical domain event though the SDH signals are typically transmitted optical medium (fiber optics).

7.16 PDH and SDH perform multiplexing trough a mechanism called time-division multiplexing. With TDM higher bitrates are achieved by pushing bits into same time frame thus achieving more bits transmitted per second. The frame is divided into slots and each channel multiplexed is assigned one or more time slots. Higher bitrates required faster (and more expensive) timers and electronic equipment.

7.17 A form of multiplexing in the optical domain is Wavelength Division Multiplexing (WDM).  WDM is a form of Frequency Division Multiplexing (FDM) in the optical domain. FDM usually refers to the use of radio wave frequencies, whereas WDM refers to the use of light wave frequencies. Since frequency and wavelength are directly tied in an inverse proportional relation, these concepts describe the same principle. 

7.18 WDM is basically different from TDM in respect it does rely on faster electronic equipment for higher speeds. 

7.19 WDM combines separate optical signals at different wavelengths (colours) onto one common fibre optic cable. Thus, in WDM all input channels are transmitted at the same time but each on different wavelengths. The wavelengths are commonly referred to as lambdas. Difference between TDM and WDM is illustrated in the figure 7.3.

Figure-7.3.
TDM (top) and WDM (bottom) multiplexing
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7.20 Depending on the spacing between wavelengths, WDM systems are divided in different patterns: (i) Coarse WDM (CWDM) and (iii) Dense WDM (DWDM).  WDM provides up to 80 channels at a carrier frequency of 1550nm.

7.21 CWDM uses coarse division of available spectrum to create channels thus creating increased channel spacing that permits the use of less expensive optical transceivers to provide 18 channels on a single fiber CWDM uses the entire frequency band between 1300nm and 1550 nm.

7.22 DWDM uses the same carrier frequency but with denser channel spacing.  Channel plans vary, but a typical system would use 40 channels at 100 GHz spacing or 80 channels with 50 GHz spacing.  Some technologies are capable of 25 GHz spacing, sometimes called Ultra Dense WDM (UDWDM).

7.23 WDM, CWDM and DWDM are based on the same concept of using multiple wavelengths of light on a single fiber, but differ in the spacing of the wavelengths, number of channels, and the ability to amplify the multiplexed signals in the optical space.

7.24 As wavelength division multiplexing is performed in the optical domain, WDM does not dictate frame structure (in time domain) of the signals being transmitted. Consequence of this that WDM equipment is independent of the incoming signals that need to be multiplexed and allows reusing the existing equipment (e.g. SDH, Ethernet, IP/MPLS) thereby reducing the cost of network bandwidth upgrade. 

7.25 Basic components of a WDM system are illustrated in figure 7.4. Transponder interface serves as a bridge that transforms input signal to a common WDM interface. Obviously, transponders are dependent on the input signal technology. However, due to technological advancements and separation of duties, transponders that can be configured to different input signals both technology wise and speed wise are more and more common in the industry. 

Figure-7.4.
Transponders and client interface separation
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7.26 A relatively recent standard referred to as Optical Transport Network – OTN is becoming more and more common in the industry. OTN is intended to combine the benefits of SDH with bandwidth expansion capabilities of DWDM thereby enhancing operation, administration, maintenance and provisioning support for SDH over DWDM but also for other protocols (IP/Ethernet).

7.27 In principle, OTN defines three key elements: i) Optical Transport Hierarchy – OTH; ii) functionality of overheads in support of multiwavelenght optical networks; iii) frame structures, bit rates and formats for mapping client signals. 

7.28 OTN defines a number of layers and units transported through them, but for our discussion only few are relevant. The first one is Optical Channel Payload Unit - OPU which directly encapsulates the client payload. Transport of client payload is bit-transparent meaning that client payload is not inspected or modified and this applies for overhead information as well (e.g. SDH overhead). OPU is relevant because it defines the bitrates visible to client signals.

7.29 The second unit we are interested in is Optical Transport Unit – OTU. OTU is the last unit in the electrical domain and therefore defines different transport speeds (note that OTU is not a direct container of OPU). These transport speeds dictate along with overhead information dictate the bitrate available to client signals. 

7.30 OTN standard defines four OTUs (commonly referred to as OTUn) with nominal bitrates of: 

i. OTU1: 255/238 × 2 488 320 kbit/s ~ 2.67 Gbit/s; 
ii. OTU2: 255/237 × 9 953 280 kbit/s ~ 10.71 Gbit/s; 
iii. OTU3: 255/236 × 39 813 120 kbit/s ~ 43.02 Gbit/s; 
iv. OTU4: 255/227 × 99 532 800 kbit/s ~ 111.81 Gbit/s  
7.31 Even though OTH defines only four OTUs, mapping mechanism for various client speeds is provided. This allows OTN to be backward compatible with various technologies including SDH/SONET, ATM, Ethernet, IP, MPLS and other, with added benefit of OAM&P capabilities of OTN. This allows carriers to extend the bandwidth available without replacing existing equipment and thus making huge investments.

7.32 Next, virtual concatenation is a part of the standard at the outset. Virtual concatenation is a mechanism which allows higher bandwidth to be carried over lower bandwidth channels. Illustration of this virtual concatenation is provided in figure 7.5. This further enhances OTN economic efficiency since an operator can used 2.67Gbit/s lambdas and provide 10Gbit/s speeds without upgrading the equipment.

Figure-7.5.
Virtual concatenation
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7.2 Optical Transmission

7.33 Fibre optic cables have been extensively used for over 15 years.  However, 15 years ago the cost of a fibre pair was about 10 times the cost of a copper pair.  Since then (i) the cost of fibre optic cable has fallen continuously and (ii) the cost of copper cable has increased.  Today, fibre pairs are less expensive than copper pairs.

7.34 Fibre optic cables have several advantages over metallic ones.  In particular:

1 Fibre optic systems can operate at very high frequencies (eg 60000GHz) and hence can provide almost infinite bandwidth.

2 Attenuation is considerably lower.

3 Transmission is unaffected by electrical radiation, unlike metallic based cable systems or radio based systems.

4 Light energy is contained within the fibre optic cable, thereby eliminating crosstalk.

7.35 Fibre optic cables are not without their disadvantages, though.  These include:

1 Fibre optic cables must have very small diameters.  As a result, they do not have the inherent tensile strength of metallic cables.

2 It is more difficult to “join” fibre optic cables together.

3 Electric current cannot be conducted over fibre optic cables.

4 Faults (breakages) can be difficult to find.

7.36 Lightwaves can be propagated in a waveguide (cable) consisting of a dielectric (or inner core) bounded by another dielectric (or cladding) of lower permittivity.  The core serves to guide the lightwaves whilst the cladding serves to minimise surface losses.

7.37 Since the wavelength of light is very short, the lightwave may take multiple paths if the diameter of the core is greater than the wavelength.  This places a limit on the bandwidth of the channel as multi-path timing needs to be taken into account.  In particular, early fibre optic cables (called multi-mode stepped index cables) were manufactured with relatively large cores (typically 50 – 60(m with a standard 125(m cladding, but sometimes with a 200(m core) which gave rise to multi-path dispersion.  With time, manufacturing techniques improved and fibre optic cables are now manufactured with smaller inner cores (called single-mode stepped index cables).

Figure-7.6
Optical Cable
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7.38 Whilst fibre optic cable costs have been steadily falling, transmitting optical signals requires sophisticated and relatively expensive optical transmitters and receivers.

7.39 Broadly speaking there are only two classes of optical transmitters: the Laser Diode (LD) and the Light Emitting Diode (LED).  Devices operate in the range 650(m – 1550(m, with key operating frequencies centred on 850(m, 1300(m and 1550(m.  These wavelengths are quite long compared with the discussion above on fibre optic cables.  However, what is important is the spectral width of the wavelength.

7.40 The Table below sets out the spectral width at selected wavelengths of typical LED devices.


    Table-6.1
Spectral Width Characteristic
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7.41 Bandwidths of up to 1Gbit/s have been recorded for LED devices, but performance is typically in the region of 200Mbit/s.  The Table below sets out the spectral width at selected wavelengths of typical LD devices.  Performance for LDs is typically in the range of 200Mbit/s – 1Gbit/s.


Table-6.2
Spectral Width at Selected Wavelengths


[image: image23.wmf]Wavelength

Spectral Width

Fibre Type

820nm - 850nm

1.50nm - 3.00nm

MM

1280nm - 1350nm

1.50nm - 5.00nm

MM/SM

1500nm - 1550nm

0.01nm - 0.30nm

SM

LD Performance


7.42 A regenerator is needed when, due to the long distance between multiplexers, the signal level in the fiber becomes too low.

7.43 Regenerators perform regeneration of signals (amplify, re-shape, re-clock) and opto/electro/opto conversion. Obviously, all active equipment that performs this conversion also performs signal regeneration.

7.3 Network Topologies

7.44 Optical networks can be configured as point-to-point, linear configurations, mesh topologies or ring and multi ring topologies.

7.45 In point-to-point topology terminal multiplexers are located on 
each end of the link as shown in Figure-6.6.  

Figure-7.7
Point-to-Point Network Topology
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7.46 In linear networks, add-drop multiplexors are connected in a linear fashion and two terminal multiplexers are located at both ends of the topology, this is shown in Figure-6.7. This topology provides drop and insert capability to all network elements. Links in this topology can either be protected or unprotected, unprotected links have single fiber connections between ADMs, protected links have double fiber connections, two of them are working and other two serve as a backup or protection pair.

Figure-7.8
Linear Network Topology
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7.47 In linear networks, even if two fibers are used for protection between two ADMs, it is possible for all four fibers to be cut at the same time. Thus, rings are the most commonly used topology because they provide an alternate path to communicate between any two nodes, as shown in the Figure-6.8. They are preferred over mesh topologies due to simpler and faster switching as well as less costly implementation.

Figure-7.9
Ring Network Topology
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7.48 A two-fiber ring can be operated either as a unidirectional ring, or as a bi-directional ring. In ring architecture, either two fiber or four fiber protection can be selected.

7.49 In unidirectional rings, traffic is limited to one fiber and flows the same way around the ring. The second fiber works as the protection fiber and is used to provide restoration.

7.50 In a bi-directional ring, traffic is sent on both fibers, so both are working fibers. In order to provide the restoration in case of a failure, half of the capacity on both fibers is reserved for backup, or two more fibers are deployed exclusively for protection.

7.51 Two or more rings can be connected configuring a multi-ring topology as seen in Figure-6.9. In this topology, Cross-Connect (XC) equipment is required at hub-nodes. A cross-connect interconnects multiple rings and switches traffics between these rings.

Figure-7.10
Multi-Ring Topology
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7.52 The configurations of ADMs and XCs are managed through a computer-based controller - Network (Element) Management System - which may be co-sited or remotely located.

7.53 Cross-connects perform two functions: grooming and consolidation.  Grooming describes the process by which channels on incoming trunks are separated for routing onto similar outgoing trunks.  Consolidation, on the other hand, describes the process by which channels on incoming trunks are cross-connected to a smaller number of outgoing trunks.

7.54 Usually, transmission network is built in multi-layer structure. Logically there are several Local rings on lower layers and one Core ring on top layer (see Figure-7.11).

Figure-7.11 
Multi Layer Ring Structure
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7.55 During the period when voice traffic dominated over data traffic, networks were typically built using SDH technology and all rings were based on SDH technology. With data traffic explosion experienced in recent years, network is migrating towards WDM first in core parts and then in outer parts of the network. Also, as technology matures, simple and vendor proprietary WDM equipment is being replaced by OTN compliant equipment.

7.56 Part of the network evolution is the evolution of equipment. With SDH TMs, ADMs and XCs were “electrical” in sense that multiplexing and switching was in the electrical domain only. With WDM came multiplexing and switching (although limited) in the optical domain. Modern equipment can perform these operations in both electrical and optical domain and to differentiate between these types different names were adopted. For example, OADM – optical ADM – refers to an ADM that performs ADM operations in optical domain. In addition, ROADM – reconfigurable optical ADM – refers to an OADM that can be remotely configured. Similarly, OXCs - optical cross-connects – can be i) opaque where switching is implemented by first converting optical signals to electrical where actual switching is performed followed by conversion to optical domain; ii) photonic – PXC – where optical signals are demultiplexed, switched and then again multiplexed; iii) translucent OXCs – signal can be switched in both optical and electrical domain. 

7.4 Network convergence

7.57 As technology matures and due to technological advancements, network functionalities that were once hard to maintain and operate and therefore expensive, become less so. In addition, functionalities and therefore the equipment converge. For example, SDH network designed for voice traffic have served for data traffic for long time 

7.58 Networks designed for data switching and optical transmission networks are converging as well. Switching equipment is becoming aware of WDM and optical transceiver modules that support WDM standards are available on the market. On the other side, vendors are also offering WDM equipment that can switch IP and SDH traffic. 

7.59 This convergence of IP switching and DWDM transmission is developing in three directions in industry: i) separate networks; ii) IP over WDM (IPoWDM); iii) packed-optical transport system – P-OTS. Each of these is discussed separately in the following text. 

7.60 Separate networks scenario is actually a no convergence scenario. Switching equipment (SDH nodes, IP switches and Ethernet routers) uses WDM equipment as a black box and vice versa. This scenario is relatively costly due to unnecessary electrical-optical conversions.

7.61 In IPoDWDM convergence scenario, transponders are built into the IP switching equipment (routers). Therefore, the “gray” optics are not required. This reduces the number of required opto-electrical conversions and reduces cost. 

7.62 IPoDWDM is a technology backed up and available from some of the major equipment vendors but not by majority. In addition, IPoDWDM is not widely accepted by the operators and especially no by traditional operators which have a lot of legacy SDH equipment. Obviously, shifting the DWDM investment into IP routers reduces the flexibility of using this DWDM capability for SDH as well.

7.63 In P-OTS convergence scenario, packet (IP and Eternet) switching capabilities are built into DWDM equipment. As with IPoDWDM, implementing both switching and DWMD transport functionalities into a single network element reduces the number of opto-electrical conversions. In additions, this improves fill rate of data containers across DWDM links.

7.64 P-OTS is significantly more vendor supported and operator accepted directions due to its backward compatibility. However, P-OTS capability is mostly limited and further technological advancements are required to for this type of equipment to become a mainstream.

7.5 Modelling Principles

7.65 Our model will use geographical scorched node approach for modeling transmission network. This means that fiber optic cables and multiplexing equipment will stay in their existing geographical locations.

7.66 Scorched node approach also implies that network topology is modelled as it is. This means that point-to-point network segments, linear network segments and ring structures as well as teir interconnection points remain as they are.

7.67 The model will however, optimize number of fiber pulled multiplexor (TM and ADM) and cross-connectors types, number and capacity. 

7.68 Major part of transmission network will share duct with access network. Percent of shared duct will be fixed input data and will be based on data provided by an operator.

7.69 Model will build transmission network based on WDM technology meaning that IP/Ethernet traffic will be carried over separate lambdas. Separate in sense that SDH/TDM traffic will be carried over one set of lambdas while IP/Ethernet traffic will be carried on different set of lambdas.

7.70 Model will not use converged IPoWDM since this solution is not unlikely to be an efficient economic solution for a traditional operator and it is not a solution that is widespread in the industry.

7.71 Model will not use P-OTS converged network. Although this solution makes sense for a traditional operators trying to leverage data growth to build new revenue streams, it is still not widely implemented. 

7.72 In parts of the network where network topology is Point-to-point or linear (usually the access/aggregation part), model will use CWDM equipment since due to expected lower cost.

7.73 In parts of the network where ring topologies are implemented (usually core part of the network), model will use DWDM equipment. 

7.74 Model will be based on OTN standard for calculation of DWDM capacity requirements. This means that equipment and lambda channel capacity will be rounded to first higher OTUn which supports the required capacity.

7.75 Ring capacity will depend on switching equipment connected, resilience mechanism and routing factors. 

7.76 All add/drop points in the network will be modelled by multiplexors. Only the ring interconnection points will be modelled using cross-connect devices.

7.77 Model will use photonic cross-connects at ring interconnection points. Any electrical domain switching is assumed to be performed either by Ethernet switches or by IP switches or by SDH nodes. 

7.78 Model assumes collocation of transmission equipment with switching/routing equipment. That means that TMs, OADMs and OXCs are located at the same sites as DSLAM/MSAN nodes, Ethernet switches and IP routers. 

7.79 Model assumes that TMs, ADMs and XCs serve as regenerators. Regenerators as separate pieces of equipment will be used in case the length between optical transmission nodes exceeds maximum allowed distance between regenerators. Average maximum distance between regenerators will be modelled as fixed input.

8
OTHER IMPORTANT COST COMPONENTS

7.1 Operating Expenditure
7.1 The majority of Bottom-Up models are almost invariably based on network engineering models of plant and equipment.  They do not explicitly model operating expenditure.  One approach, therefore, is to build an explicit model of operating expenditure that captures and articulates all of the key drivers that impact operating costs.   Some of these are outlined in tables below.

Direct Network Operating Expenditure

	Direct Network Expenditure
	Cost Driver

	
	

	Research and Development
	Number of projects

	Network Maintenance
	Number of DSLAMs, IP Routers, etc

	Network Testing
	Number of DSLAMs, IP Routers, etc

	Network Repair
	Number of faults

	Network Planning
	Amount of equipment due to be retired in next three years

	Network Management
	Number of DSLAMs, IP Routers, etc


Indirect Network Operating Expenditure

	Indirect Network Expenditure
	Cost Driver

	
	

	Purchasing and Supply
	Number of DSLAMs, IP Routers, etc

	Human Resources
	Number of researchers/planners /maintenance engineers

	Network Finance
	Number of departments/employees within Network

	Facilities and Property
	Number and size of sites and exchange buildings


7.2 For some types of operating expenditure, such as repair and maintenance, the underlying driver is directly related to network plant and equipment.  It is therefore possible to explicitly drive these costs off of the plant and equipment requirements implied by a Bottom-Up model.

7.3 For other types of operating expenditure, such as research and development or network planning, the underlying driver cannot be directly related to plant and equipment.  These costs can therefore not be driven off of plant and equipment.

7.4 The majority Bottom-Up network engineering models of plant and equipment that we are aware of do not explicitly model operating expenditure.  Instead, the models use ratios to drive operating expenditure costs off of plant and equipment costs.

7.5 However, there are a number of issues associated with using ratios of operating expenditure to plant and equipment costs derived from different operators:

· Bottom-Up models calculate plant and equipment costs on a current Gross Replacement Cost (GRC) basis.  If ratios are to be used from existing operators, then these operators will need to revalue network fixed assets on a current cost basis.  If not, the resulting ratios will be biased depending on whether assets have fallen or increased in value.  

· Different operators may categorise operating expenditure in different ways, producing different ratios.  Some operators may capitalise expenditure that other operators expense.

· Capital costs are subject to large economies of scale/scope.  On the other hand, operating costs are subject to much smaller economies of scale/scope.  This implies that the ratio of operating expenditure to capital costs is proportionally related to the size of the network: the larger the network, the larger the ratio.

7.6 We propose to model operating expenditure by using either (a) underlying plant & equipment or (b) employees (staff) as a driver.  For example, we will model DSLAM maintenance & repair expenditure on a per DSLAM (or per port) basis.  As the number or ports required increase, so does the associated maintenance & repair costs.

7.7 Similarly, we will model HR expenditure on a per employee basis.  In turn will model or drive the number of employees off of underlying plant & equipment.  For example, the number of employees per DSLAM (or port).

7.2 Power Equipment

7.8 Power equipment represents a significant capital expenditure outlay for any operator.  As a result, it is necessary to accurately model power plant & equipment requirements.

7.9 Electric power is required to operate switching and transmission equipment as well as the copper loops for POTS/ISDN services.

7.10 Power equipment at a particular location is usually designed to support all equipment at a certain location or in a certain room. An exception to this is when different services and therefore the equipment used to provide those services has different reliability requirement. 

7.11 For example, voice services may have the highest reliability requirement and therefore require backup generators while data services may not require that level of reliability. Therefore, the backup generators may be dimensioned and used to support only the exchanges and not the switches. It should be noted however that due to growth of data services this example is not a likely real world scenario.

7.12 Exchange buildings therefore also contain back up power equipment in case of interruption in supply. In addition to backup power, different equipment uses different currents and additional equipment is necessary. In general, power plant & equipment consists of:




( distribution boards;




( AC/DC rectifiers;




( batteries; and




( back-up generators.

7.13 If the main power supply into the exchange building is interrupted, AC current is provided by a back-up generator and DC current is supplied by batteries.  As a result, there is no interruption to services provided for a time period for which batteries and fuel supply of the generator is dimensioned.
7.14 For Support Plant – Power Equipment, there are five (5) key cost drivers:

· PSTN/ISDN/Leased Lines – Clearly, the more lines connected to a given exchange, the more power equipment (especially rectifiers and batteries) is required. 
· Broadband access nodes– DSLAMs, MSANs, GPONs located in exchange buildings require significant amounts of electric power.

· Switches – Switches consume vast amounts of electric power. Many exchange buildings contain several switches and switches of several types (L2, L3, TDM, etc).
· Multiplexors – Traffic is conveyed using transmission equipment.

· HVAC Equipment – Buildings have to be heated in winter, and cooled in summer.  Heat can be provided using a number of technologies.  Air Conditioning, on the other hand, usually consumes electric power.

7.15 Different equipment has different power requirements.  PSTN lines, for example, require both AC and DC power supplies.  Transmission equipment requires DC power only.  HVAC equipment, on the other hand, usually requires AC (mains) power supply.
7.3 Heating, Ventilation and Air Conditioning

7.16 The operating performance of electronic telecommunications equipment is sensitive to ambient temperature.  As with all electrical/electronic equipment, a considerable amount of heat is generated.  This heat has to be vented if ambient exchange room temperatures are to be maintained at vendor specified operating tolerances.

7.17 In addition, all equipment comes with specified ambient operating temperature ranges.  As a result, Heating, Ventilation and Air Conditioning (HVAC) equipment is required in order to maintain exchange buildings within specified temperature ranges.

7.18 HVAC plant & equipment usually consists of:




( heating units;




( ventilation equipment (air extractors/exchanges);




( air conditioning units; and




( alarm (equipment failure) systems.

7.19 For Support Plant – HVAC Equipment, there are six (6) key cost drivers:

· PSTN/ISDN/Leased Lines – Clearly, the more lines connected to a given exchange, the more HVAC equipment (especially rectifiers and batteries) is required.

· Broadband access nodes – DSLAMs, MSANs, GPONs located in exchange buildings generate large amounts of heat from their central processors

· Switches – Switches generate large amounts of heat from their central processors.  

· Multiplexors – Traffic is conveyed using transmission equipment.

· Weather/Location – Buildings have to be heated in winter, and cooled in summer.  Clearly, an exchange building’s geographic location plays an important role in its overall HVAC requirements.

· Building Volume – Heating requirements are a function of heat loss.  In turn heat loss is a function, inter alia, of the volume of the space to be heated.  

7.20 Different equipment has different HVAC requirements.  PSTN lines, for example, have no HVAC requirements.  Switching equipment, on the other hand, requires significant cooling/venting equipment.

7.21 Newer types of switches have more processing power but also require more generate more heat than the older ones due to higher number of transistors on per square cm. Due to this, HVAC and electricity costs have become a significant item in operating a high capacity data centres and reduction of heating output has gained significant attention in recent years.

7.22 Cost optimization part of model will perform HVAC cost calculation based on volume required for optimal network component functioning.
7.4 Other

7.23 Network Operations – motor vehicles, by motor vehicles we mean motorised vehicles used for network operations.  This is not restricted to land based vehicles such as light vans and cable trucks, but includes all vehicles such as portable generators, etc.

7.24 All network plant & equipment requires regular maintenance and repair when failures occur.  We refer to such plant & equipment as primary network plant & equipment.  However, other (support) plant & equipment is also required to provide telecommunications services.  Examples of such plant & equipment include exchange batteries, rectifiers, HVAC equipment, etc.  We refer to such plant & equipment as support network plant & equipment.  Support plant & equipment also requires routine maintenance & repair.

7.25 Finally, secondary plant & equipment refers to fixed assets such as exchange buildings and motor vehicles.  Secondary plant & equipment also requires routine maintenance & repair.

7.26 IT Systems – OSS Software is third party OSS software solutions such as Microsoft, Oracle, BI etc. used in managing network.  OSS software is used to support the operational running of network activities (such as traffic loading, traffic routing, fault ticketing, etc).  It is distinct from Business Support System (BSS) software such as CRM system, ERP system, billing system, which are used to support business activities.

7.27 Separate type of software is in-house developed software, which can be used as OSS or BSS.

7.28 IT hardware refers to desktop PCs, printers, servers, etc, used in managing the network.  Hardware is used to support the operational running of network activities (such as traffic loading, traffic routing, fault ticketing, etc).

7.29 By Exchange Buildings we mean buildings that house telecommunications plant and equipment such as MDFs, switches, transmission equipment as well as support plant and equipment such as power generators and HVAC equipment.  All else being equal, buildings typically increases in value through time due to (i) general price inflation, (ii) increasing real incomes and (iii) population growth. 
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� Although the access node can also be an MSAN, for simplicity on DSLAM is used throughout this chapter. 


� (8 hours/day) x (5 days/week) x (50 weeks/year) = 2,000 man hours per year.





� Let Q denote output, FC fixed costs and VC(Q) the variable costs incurred in producing Q. Then the short run total cost SRTC(Q) of producing Q is given by SRTC(Q) = FC + SRVC(Q).





� Suppose the firm is currently producing Q0 and plans to expand output by the increment (Q to Q1. In this case (Q = Q1 - Q0. Then SRAIC(Q is given by SRAIC(Q = (SRTC(Q1) - SRTC(Q0))/(Q.





� The SRAC of Q is given by SRTC(Q)/Q.





� SRAICQ when the increment is the entire volume of output is given by SRAICQ = (SRTC(Q) - SRTC(0))/Q = VC(Q)/Q = SRAVC < SRAC(Q) = (FC + VC(Q))/Q.


� For some Asset Classes, these additional costs cane be significant, accounting for as much as 50% of the cost recorded in the FAR.


� We use the term “tomorrow” figuratively.





� Operational Capacity refers to factors such as (i) contractual/ordering lead times, (ii) provisioning times (including installation and testing), (iii) capital expenditure limitations, etc.


� Equipment manufacturers offer such financing for a variety of reasons.  In the example the vendor may book the GBV of the entire switch as revenue in the year it is sold even though payments are spread out over possibly several years.





� This is a simple example for illustration purposes only.  It is designed to illustrate a simple calculation and does not purport to represent an actual DSLAM.





� Strictly speaking, this utilisation rate refers to the change in capacity and not the level of capacity.


� Figure-X.1(c) exhibits what is referred to as Diseconomies of Scale (DoS).


� Iskratel is a Slovenian telecommunications equipment manufacturer.  Its website can be found at: www.iskratel.com.





� SDH’s actual line capacities are slightly less than those presented in Table-3.6 because of the need for Path Overheads (POHs).





� Other sizes are possible.


� Although term bandwidth in general has a different meaning, throughout this document the term bandwidth is used for bit rate since we are focusing on digital signals only. 
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										GoS

								Circuits		1%		3%		5%		7%

								1		0.01		0.03		0.05		0.08

								2		0.15		0.28		0.38		0.47

								3		0.46		0.72		0.90		1.06

								4		0.87		1.26		1.53		1.75

								5		1.36		1.88		2.22		2.50

								6		1.91		2.54		2.96		3.30

								7		2.50		3.25		3.74		4.14

								8		3.13		3.99		4.54		5.00

								9		3.78		4.75		5.37		5.88

								10		4.46		5.53		6.22		6.78

								11		5.16		6.33		7.08		7.69

								12		5.88		7.14		7.95		8.61

								13		6.61		7.97		8.84		9.54

								14		7.35		8.80		9.73		10.48

								15		8.11		9.65		10.63		11.43

								16		8.88		10.51		11.54		12.39

								17		9.65		11.37		12.46		13.35

								18		10.44		12.24		13.39		14.32

								19		11.23		13.11		14.31		15.29

								20		12.03		14.00		15.25		16.27

								21		12.84		14.89		16.19		17.25

								22		13.65		15.78		17.13		18.24

								23		14.47		16.68		18.08		19.23

								24		15.29		17.58		19.03		20.22

								25		16.13		18.48		19.99		21.21

								26		16.96		19.39		20.94		22.21

								27		17.80		20.31		21.90		23.21

								28		18.64		21.22		22.87		24.22

								29		19.49		22.14		23.83		25.22

								30		20.34		23.06		24.80		26.23

								31		21.19		23.99		25.77		27.24

								32		22.05		24.91		26.75		28.25

								33		22.91		25.84		27.72		29.26

								34		23.77		26.78		28.70		30.28

								35		24.64		27.71		29.68		31.29

								36		25.51		28.65		30.66		32.31

								37		26.38		29.59		31.64		33.33

								38		27.25		30.53		32.62		34.35

								39		28.13		31.47		33.61		35.37

								40		29.01		32.41		34.60		36.40

								41		29.89		33.36		35.58		37.40

								42		30.77		34.30		36.57		38.45

								43		31.66		35.25		37.57		39.47

								44		32.54		36.20		38.56		40.50

								45		33.43		37.16		39.55		41.53

								46		34.32		38.11		40.54		42.56

								47		35.22		39.06		41.54		43.59

								48		36.11		40.02		42.54		44.62

								49		37.00		40.98		43.53		45.65

								50		37.90		41.93		44.53		46.69

								51		38.80		42.89		45.53		47.72

								52		39.70		43.85		46.53		48.76

								53		40.60		44.81		47.53		49.79

								54		41.50		45.78		48.54		50.83

								55		42.41		46.74		49.54		51.86

								56		43.31		47.70		50.54		52.90

								57		44.22		48.67		51.55		53.94

								58		45.13		49.63		52.55		54.98

								59		46.04		50.60		53.56		56.02

								60		46.95		51.57		54.57		57.06

								61		47.86		52.54		55.57		58.10

								62		48.77		53.51		56.58		59.14

								63		49.69		54.48		57.59		60.18

								64		50.60		55.45		58.60		61.22

								65		51.52		56.42		59.61		62.27

								66		52.44		57.39		60.62		63.31

								67		53.35		58.37		61.63		64.35

								68		54.27		59.34		62.64		65.40

								69		55.19		60.32		63.65		66.44

								70		56.11		61.29		64.67		67.49

								71		57.03		62.27		65.68		68.53

								72		57.96		63.24		66.69		69.58

								73		58.88		64.22		67.71		70.62

								74		59.80		65.20		68.72		71.67

								75		60.73		66.18		69.74		72.72

								76		61.65		67.16		70.75		73.77

								77		62.58		68.14		71.77		74.81

								78		63.51		69.12		72.79		75.86

								79		64.43		70.10		73.80		76.91

								80		65.36		71.08		74.82		77.96

								81		66.29		72.06		75.84		79.01

								82		67.22		73.04		76.86		80.06

								83		68.15		74.02		77.87		81.11

								84		69.08		75.01		78.89		82.16

								85		70.02		75.99		79.91		83.21

								86		70.95		76.97		80.93		84.26

								87		71.88		77.96		81.95		85.31

								88		72.81		78.94		82.97		86.36

								89		73.75		79.93		83.99		87.41

								90		74.68		80.91		85.01		88.46

								91		75.62		81.90		86.04		89.52

								92		76.56		82.89		87.06		90.57

								93		77.49		83.87		88.08		91.62

								94		78.43		84.86		89.10		92.67

								95		79.37		85.85		90.12		93.73

								96		80.31		86.84		91.15		94.78

								97		81.24		87.83		92.17		95.83

								98		82.18		88.82		93.19		96.89

								99		83.12		89.80		94.22		97.94

								100		84.06		90.79		95.24		98.99
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Frequency

		

								Energy Source		Frequency		Wavelength(nm)

								0.01		0.03		0.05

								0.15		0.28		0.38

								0.46		0.72		0.90

								0.87		1.26		1.53

								Mains Electricity		50Hz		2.220

								Gamma Rays		300000000THz		0.001

								X-Rays		3000000THz		0.100

								Ultraviolet		30000THz		10

								Infrared		30000GHz		10000

								Radar		30000MHz		10000000

								Radio		30MHz		10000000000

								Violet Light		714286GHz		420

								Blue Light		652174GHz		460

								Green Light		566038GHz		530

								Yellow Light		508475GHz		590

								Red Light		454545GHz		660

								1 nm = 10-9 meters (ie 1/1000000000th of a meter)

								100
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Periodic Table

		

								Number		Name		Symbol		Weight		Electrons/Shell

																K		L		M		N		O		P		Q

								0.01		0.03		0.05		0.05		0.05		0.05		0.05		0.05		0.05		0.05		0.05

								0.15		0.28		0.38		0.38		0.38		0.38		0.38		0.38		0.38		0.38		0.38

								0.46		0.72		0.90		0.90		0.90		0.90		0.90		0.90		0.90		0.90		0.90

								0.87		1.26		1.53		1.53		1.53		1.53		1.53		1.53		1.53		1.53		1.53

								1		Hydrogen		H		1.007		1

								2		Helium		He		4.002		2

								6		Carbon		C		12.011		2		4

								8		Oxygen		O		15.999		2		6

								10		Neon		Ne		20.179		2		8

								13		Aluminum		Al		26.982		2		8		3

								14		Silicon		Si		28.086		2		8		4

								26		Iron		Fe		55.847		2		8		14		2

								29		Copper		Cu		63.546		2		8		18		1

								47		Silver		Ag		107.868		2		8		18		18		1

								79		Gold		Au		196.967		2		8		18		32		18		1

								88		Radium		Ra		226.025		2		8		18		32		18		8		2

								100
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Resistivity

		

								Name		Resistivity		Electrons/Shell

												K		L		M		N		O		P		Q

								0.03		0.05		0.05		0.05		0.05		0.05		0.05		0.05		0.05

								0.28		0.38		0.38		0.38		0.38		0.38		0.38		0.38		0.38

								0.72		0.90		0.90		0.90		0.90		0.90		0.90		0.90		0.90

								1.26		1.53		1.53		1.53		1.53		1.53		1.53		1.53		1.53

								Silver		9.9ohms		2		8		18		18		1

								Copper		10.4ohms		2		8		18		1

								Gold		16.7ohms		2		8		18		32		18		1

								Aluminum		17.0ohms		2		8		3

								Tungsten		33.2ohms		2		8		18		32		12		2

								Zinc		37.4ohms		2		8		18		3

								Brass*		42.0ohms		NA		NA		NA		NA		NA		NA		NA

								Nickel		47.0ohms		2		8		16		2

								Platinum		60.2ohms		2		8		18		32		16		2

								Iron		70.0ohms		2		8		14		2

								* Brass is an alloy of copper and zinc.

								Cable		Copper

								Diameter		30

								Length		2000

								Volts		240

								Resistance		23.04

								Current		10.42
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AWG

								19		128.5mils		45amps		0.628ohms

								22		114.4mils		40amps		0.792ohms

								26		101.9mils		30amps		0.999ohms				5.7		9.5

								AWG Number		Diameter		Max Current		ohms/1000ft

								0.01		0.03		0.05		0.05

								0.15		0.28		0.38		0.38

								0.46		0.72		0.90		0.90

								0.87		1.26		1.53		1.53

								0000		460.0mils		230amps		0.049ohms				4,239		5,009

								000		409.6mils		200amps		0.062ohms				3,361		3,972

								00		364.8mils		175amps		0.078ohms				2,666		3,150

								0		324.9mils		150amps		0.099ohms				2,114		2,498

								1		289.3mils		130amps		0.124ohms				1,676		1,981

								2		257.6mils		115amps		0.157ohms				1,329		1,571

								3		229.4mils		100amps		0.198ohms				1,054		1,246

								4		204.3mils		85amps		0.249ohms				836		988

								5		181.9mils		75amps		0.314ohms				663		784

								6		162.0mils		65amps		0.396ohms				526		621

								7		144.3mils		55amps		0.500ohms				417		493

								8		128.5mils		45amps		0.630ohms				331		391

								9		114.4mils		40amps		0.794ohms				262		310

								10		101.9mils		30amps		1.002ohms				208		246

								11										- 0		- 0

								12										- 0		- 0

								13										- 0		- 0

								14										- 0		- 0

								15										- 0		- 0

								16										- 0		- 0

								17										- 0		- 0

								18										- 0		- 0

								19										- 0		- 0

								20										- 0		- 0

								21										- 0		- 0

								22

								23

								24										- 0		- 0

								25		17.1mils		30amps		35.421ohms				6		7

								26		13.3mils		378mA		59.152ohms				4		4

								27		9.5mils		30amps		114.502ohms				2		2

								28

								29

								30

								31		-4.1mils		378mA		612.502ohms				0		0

								32		-7.3mils		379mA		197.435ohms

								33		-10.3mils		380mA		98.060ohms

								34		-13.2mils		381mA		59.254ohms				2.8409090909		4.7348484848

								35		-16.1mils		382mA		40.059ohms

														mm		0.500

														inches		0.002

														mils		1.970

														cmils		3.881
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PDH

		

								Bit Rate		Common Usage		Voice Channels		Total Channels

								0.01		0.01		0.03		0.05

								0.15		0.15		0.28		0.38

								0.46		0.46		0.72		0.90

								0.87		0.87		1.26		1.53

								2.048Mbit/s		2Mbit/s		30		32

								8.448Mbit/s		8Mbit/s		120		132

								34.368Mbit/s		34Mbit/s		480		537

								139.264Mbit/s		140Mbit/s		1920		2176

								564.992Mbit/s		565Mbit/s		7680		8828

								1 Channel = 64 Kbit/s
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SDH

		

								STM-1

								Virtual Container		STM-1 Capacity		2 Mbit/s Capacity

								0.01		0.05		0.05

								0.15		0.38		0.38

								0.46		0.90		0.90

								0.87		1.53		1.53

								VC 4		1		64

								VC 3		3		48

								VC 12		63		63

										51
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LED

		

								LED Performance

								Wavelength		Spectral Width		Fibre Type

								0.01		0.01		0.03

								0.15		0.15		0.28

								0.46		0.46		0.72

								0.87		0.87		1.26

								800nm - 900nm		50nm		MM

								1280nm - 1300nm		80nm - 140nm		MM

								1280nm - 1300nm		60nm - 80nm		SM
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TD

		

										Year 1		Year 2		Year 3		Year 4		Year 5

								0.01		0.03		0.05		0.05

								0.15		0.28		0.38		0.38

								0.46		0.72		0.90		0.90

								0.87		1.26		1.53		1.53

								Gross Book Value (GBV)		$100,000		$100,000		$100,000		$100,000		$100,000

								Straight Line Depreciation		$20,000		$20,000		$20,000		$20,000		$20,000

								Accumulated Depreciation		$20,000		$40,000		$60,000		$80,000		$100,000

								Net Book Value (NBV)		$80,000		$60,000		$40,000		$20,000		$0

								Revenue Requirement(A)		$35,000		$32,000		$29,000		$26,000		$23,000

								PV of Revenue Requirement		$100,000

								(A) Revenue Requirementt = Operating Expendituret + Depreciationt + r x NBVt-1

								r = 15%

								Originating Signal Strength		10mW

										-138dBm

										1.5dB

										180.0dB

										1E+18		180.0dB

										999994703618682

								1178.36
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BU

		

										Year 1		Year 2		Year 3		Year 4		Year 5

								0.01		0.03		0.05		0.05

								0.15		0.28		0.38		0.38

								0.46		0.72		0.90		0.90

								0.87		1.26		1.53		1.53

								Gross Replacement Cost (GRC)		$100,000		$100,000		$100,000		$100,000		$100,000

								Revenue Requirement(A)		$29,832		$29,832		$29,832		$29,832		$29,832

								PV of Revenue Requirement		$100,000

								(A) Revenue Requirementt = Operating Expendituret + GRC x r/(1-(1+r)-t)

								r = 15%
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RoCE

		

								Measure of RoCE		1988/9		1989/0		1990/1

								0.01		0.03		0.05		0.05

								0.15		0.28		0.38		0.38

								0.46		0.72		0.90		0.90

								0.87		1.26		1.53		1.53

								BT's Measure		20.8%		18.8%		22.6%

								Net Assets		22.4%		22.4%		23.1%

								Net Finance		23.2%		22.4%		23.7%
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_1321443846.xls
Erlangs

		

										GoS

								Circuits		1%		3%		5%		7%

								1		0.01		0.03		0.05		0.08

								2		0.15		0.28		0.38		0.47

								3		0.46		0.72		0.90		1.06

								4		0.87		1.26		1.53		1.75

								5		1.36		1.88		2.22		2.50

								6		1.91		2.54		2.96		3.30

								7		2.50		3.25		3.74		4.14

								8		3.13		3.99		4.54		5.00

								9		3.78		4.75		5.37		5.88

								10		4.46		5.53		6.22		6.78

								11		5.16		6.33		7.08		7.69

								12		5.88		7.14		7.95		8.61

								13		6.61		7.97		8.84		9.54

								14		7.35		8.80		9.73		10.48

								15		8.11		9.65		10.63		11.43

								16		8.88		10.51		11.54		12.39

								17		9.65		11.37		12.46		13.35

								18		10.44		12.24		13.39		14.32

								19		11.23		13.11		14.31		15.29

								20		12.03		14.00		15.25		16.27

								21		12.84		14.89		16.19		17.25

								22		13.65		15.78		17.13		18.24

								23		14.47		16.68		18.08		19.23

								24		15.29		17.58		19.03		20.22

								25		16.13		18.48		19.99		21.21

								26		16.96		19.39		20.94		22.21

								27		17.80		20.31		21.90		23.21

								28		18.64		21.22		22.87		24.22

								29		19.49		22.14		23.83		25.22

								30		20.34		23.06		24.80		26.23

								31		21.19		23.99		25.77		27.24

								32		22.05		24.91		26.75		28.25

								33		22.91		25.84		27.72		29.26

								34		23.77		26.78		28.70		30.28

								35		24.64		27.71		29.68		31.29

								36		25.51		28.65		30.66		32.31

								37		26.38		29.59		31.64		33.33

								38		27.25		30.53		32.62		34.35

								39		28.13		31.47		33.61		35.37

								40		29.01		32.41		34.60		36.40

								41		29.89		33.36		35.58		37.40

								42		30.77		34.30		36.57		38.45

								43		31.66		35.25		37.57		39.47

								44		32.54		36.20		38.56		40.50

								45		33.43		37.16		39.55		41.53

								46		34.32		38.11		40.54		42.56

								47		35.22		39.06		41.54		43.59

								48		36.11		40.02		42.54		44.62

								49		37.00		40.98		43.53		45.65

								50		37.90		41.93		44.53		46.69

								51		38.80		42.89		45.53		47.72

								52		39.70		43.85		46.53		48.76

								53		40.60		44.81		47.53		49.79

								54		41.50		45.78		48.54		50.83

								55		42.41		46.74		49.54		51.86

								56		43.31		47.70		50.54		52.90

								57		44.22		48.67		51.55		53.94

								58		45.13		49.63		52.55		54.98

								59		46.04		50.60		53.56		56.02

								60		46.95		51.57		54.57		57.06

								61		47.86		52.54		55.57		58.10

								62		48.77		53.51		56.58		59.14

								63		49.69		54.48		57.59		60.18

								64		50.60		55.45		58.60		61.22

								65		51.52		56.42		59.61		62.27

								66		52.44		57.39		60.62		63.31

								67		53.35		58.37		61.63		64.35

								68		54.27		59.34		62.64		65.40

								69		55.19		60.32		63.65		66.44

								70		56.11		61.29		64.67		67.49

								71		57.03		62.27		65.68		68.53

								72		57.96		63.24		66.69		69.58

								73		58.88		64.22		67.71		70.62

								74		59.80		65.20		68.72		71.67

								75		60.73		66.18		69.74		72.72

								76		61.65		67.16		70.75		73.77

								77		62.58		68.14		71.77		74.81

								78		63.51		69.12		72.79		75.86

								79		64.43		70.10		73.80		76.91

								80		65.36		71.08		74.82		77.96

								81		66.29		72.06		75.84		79.01

								82		67.22		73.04		76.86		80.06

								83		68.15		74.02		77.87		81.11

								84		69.08		75.01		78.89		82.16

								85		70.02		75.99		79.91		83.21

								86		70.95		76.97		80.93		84.26

								87		71.88		77.96		81.95		85.31

								88		72.81		78.94		82.97		86.36

								89		73.75		79.93		83.99		87.41

								90		74.68		80.91		85.01		88.46

								91		75.62		81.90		86.04		89.52

								92		76.56		82.89		87.06		90.57

								93		77.49		83.87		88.08		91.62

								94		78.43		84.86		89.10		92.67

								95		79.37		85.85		90.12		93.73

								96		80.31		86.84		91.15		94.78

								97		81.24		87.83		92.17		95.83

								98		82.18		88.82		93.19		96.89

								99		83.12		89.80		94.22		97.94

								100		84.06		90.79		95.24		98.99
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Frequency

		

								Energy Source		Frequency		Wavelength(nm)

								0.01		0.03		0.05

								0.15		0.28		0.38

								0.46		0.72		0.90

								0.87		1.26		1.53

								Mains Electricity		50Hz		2.220

								Gamma Rays		300000000THz		0.001

								X-Rays		3000000THz		0.100

								Ultraviolet		30000THz		10

								Infrared		30000GHz		10000

								Radar		30000MHz		10000000

								Radio		30MHz		10000000000

								Violet Light		714286GHz		420

								Blue Light		652174GHz		460

								Green Light		566038GHz		530

								Yellow Light		508475GHz		590

								Red Light		454545GHz		660

								1 nm = 10-9 meters (ie 1/1000000000th of a meter)

								100
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Periodic Table

		

								Number		Name		Symbol		Weight		Electrons/Shell

																K		L		M		N		O		P		Q

								0.01		0.03		0.05		0.05		0.05		0.05		0.05		0.05		0.05		0.05		0.05

								0.15		0.28		0.38		0.38		0.38		0.38		0.38		0.38		0.38		0.38		0.38

								0.46		0.72		0.90		0.90		0.90		0.90		0.90		0.90		0.90		0.90		0.90

								0.87		1.26		1.53		1.53		1.53		1.53		1.53		1.53		1.53		1.53		1.53

								1		Hydrogen		H		1.007		1

								2		Helium		He		4.002		2

								6		Carbon		C		12.011		2		4

								8		Oxygen		O		15.999		2		6

								10		Neon		Ne		20.179		2		8

								13		Aluminum		Al		26.982		2		8		3

								14		Silicon		Si		28.086		2		8		4

								26		Iron		Fe		55.847		2		8		14		2

								29		Copper		Cu		63.546		2		8		18		1

								47		Silver		Ag		107.868		2		8		18		18		1

								79		Gold		Au		196.967		2		8		18		32		18		1

								88		Radium		Ra		226.025		2		8		18		32		18		8		2

								100
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Resistivity

		

								Name		Resistivity		Electrons/Shell

												K		L		M		N		O		P		Q

								0.03		0.05		0.05		0.05		0.05		0.05		0.05		0.05		0.05

								0.28		0.38		0.38		0.38		0.38		0.38		0.38		0.38		0.38

								0.72		0.90		0.90		0.90		0.90		0.90		0.90		0.90		0.90

								1.26		1.53		1.53		1.53		1.53		1.53		1.53		1.53		1.53

								Silver		9.9ohms		2		8		18		18		1

								Copper		10.4ohms		2		8		18		1

								Gold		16.7ohms		2		8		18		32		18		1

								Aluminum		17.0ohms		2		8		3

								Tungsten		33.2ohms		2		8		18		32		12		2

								Zinc		37.4ohms		2		8		18		3

								Brass*		42.0ohms		NA		NA		NA		NA		NA		NA		NA

								Nickel		47.0ohms		2		8		16		2

								Platinum		60.2ohms		2		8		18		32		16		2

								Iron		70.0ohms		2		8		14		2

								* Brass is an alloy of copper and zinc.

								Cable		Copper

								Diameter		30

								Length		2000

								Volts		240

								Resistance		23.04

								Current		10.42
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AWG

								19		128.5mils		45amps		0.628ohms

								22		114.4mils		40amps		0.792ohms

								26		101.9mils		30amps		0.999ohms				5.7		9.5

								AWG Number		Diameter		Max Current		ohms/1000ft

								0.01		0.03		0.05		0.05

								0.15		0.28		0.38		0.38

								0.46		0.72		0.90		0.90

								0.87		1.26		1.53		1.53

								0000		460.0mils		230amps		0.049ohms				4,239		5,009

								000		409.6mils		200amps		0.062ohms				3,361		3,972

								00		364.8mils		175amps		0.078ohms				2,666		3,150

								0		324.9mils		150amps		0.099ohms				2,114		2,498

								1		289.3mils		130amps		0.124ohms				1,676		1,981

								2		257.6mils		115amps		0.157ohms				1,329		1,571

								3		229.4mils		100amps		0.198ohms				1,054		1,246

								4		204.3mils		85amps		0.249ohms				836		988

								5		181.9mils		75amps		0.314ohms				663		784

								6		162.0mils		65amps		0.396ohms				526		621

								7		144.3mils		55amps		0.500ohms				417		493

								8		128.5mils		45amps		0.630ohms				331		391

								9		114.4mils		40amps		0.794ohms				262		310

								10		101.9mils		30amps		1.002ohms				208		246

								11										- 0		- 0

								12										- 0		- 0

								13										- 0		- 0

								14										- 0		- 0

								15										- 0		- 0

								16										- 0		- 0

								17										- 0		- 0

								18										- 0		- 0

								19										- 0		- 0

								20										- 0		- 0

								21										- 0		- 0

								22

								23

								24										- 0		- 0

								25		17.1mils		30amps		35.421ohms				6		7

								26		13.3mils		378mA		59.152ohms				4		4

								27		9.5mils		30amps		114.502ohms				2		2

								28

								29

								30

								31		-4.1mils		378mA		612.502ohms				0		0

								32		-7.3mils		379mA		197.435ohms

								33		-10.3mils		380mA		98.060ohms

								34		-13.2mils		381mA		59.254ohms				2.8409090909		4.7348484848

								35		-16.1mils		382mA		40.059ohms

														mm		0.500

														inches		0.002

														mils		1.970

														cmils		3.881
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PDH

		

								Bit Rate		Common Usage		Voice Channels		Total Channels

								0.01		0.01		0.03		0.05

								0.15		0.15		0.28		0.38

								0.46		0.46		0.72		0.90

								0.87		0.87		1.26		1.53

								2.048Mbit/s		2Mbit/s		30		32

								8.448Mbit/s		8Mbit/s		120		132

								34.368Mbit/s		34Mbit/s		480		537

								139.264Mbit/s		140Mbit/s		1920		2176

								564.992Mbit/s		565Mbit/s		7680		8828

								1 Channel = 64 Kbit/s
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SDH

		

								STM-1

								Virtual Container		STM-1 Capacity		2 Mbit/s Capacity

								0.01		0.05		0.05

								0.15		0.38		0.38

								0.46		0.90		0.90

								0.87		1.53		1.53

								VC 4		1		64

								VC 3		3		48

								VC 12		63		63

										51
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LED

		

								LED Performance

								Wavelength		Spectral Width		Fibre Type

								800nm - 900nm		50nm		MM

								1280nm - 1300nm		80nm - 140nm		MM

								1280nm - 1300nm		60nm - 80nm		SM

								LD Performance

								Wavelength		Spectral Width		Fibre Type

								820nm - 850nm		1.50nm - 3.00nm		MM

								1280nm - 1350nm		1.50nm - 5.00nm		MM/SM

								1500nm - 1550nm		0.01nm - 0.30nm		SM
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TD

		

										Year 1		Year 2		Year 3		Year 4		Year 5

								0.01		0.03		0.05		0.05

								0.15		0.28		0.38		0.38

								0.46		0.72		0.90		0.90

								0.87		1.26		1.53		1.53

								Gross Book Value (GBV)		$100,000		$100,000		$100,000		$100,000		$100,000

								Straight Line Depreciation		$20,000		$20,000		$20,000		$20,000		$20,000

								Accumulated Depreciation		$20,000		$40,000		$60,000		$80,000		$100,000

								Net Book Value (NBV)		$80,000		$60,000		$40,000		$20,000		$0

								Revenue Requirement(A)		$35,000		$32,000		$29,000		$26,000		$23,000

								PV of Revenue Requirement		$100,000

								(A) Revenue Requirementt = Operating Expendituret + Depreciationt + r x NBVt-1

								r = 15%

								Originating Signal Strength		10mW

										-138dBm

										1.5dB

										180.0dB

										1E+18		180.0dB

										999994703618682

								1178.36
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BU

		

										Year 1		Year 2		Year 3		Year 4		Year 5

								0.01		0.03		0.05		0.05

								0.15		0.28		0.38		0.38

								0.46		0.72		0.90		0.90

								0.87		1.26		1.53		1.53

								Gross Replacement Cost (GRC)		$100,000		$100,000		$100,000		$100,000		$100,000

								Revenue Requirement(A)		$29,832		$29,832		$29,832		$29,832		$29,832

								PV of Revenue Requirement		$100,000

								(A) Revenue Requirementt = Operating Expendituret + GRC x r/(1-(1+r)-t)

								r = 15%
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RoCE

		

								Measure of RoCE		1988/9		1989/0		1990/1

								0.01		0.03		0.05		0.05

								0.15		0.28		0.38		0.38

								0.46		0.72		0.90		0.90

								0.87		1.26		1.53		1.53

								BT's Measure		20.8%		18.8%		22.6%

								Net Assets		22.4%		22.4%		23.1%

								Net Finance		23.2%		22.4%		23.7%
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